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Our aim in undertsaking the present study is to
discover and present the seméntic and syntectic rules or
conventions that determine the mganings of nominalizations
in Yoruba. There has been a relatively accurste outline
of grammatical structure of the Yoruba language in about
half a dozen or so more or less traditional individual
descriptions of the language., Some scholars have also
worked on specificnaSPects of‘iﬁs grammatical structures;

what has never been attempted is the study of nominaliza-

tions on a full scale.

The present study evaluates the contributions of
earlier writers in very general terms in the first chapter,
the rest of the chapter is dévoted éo the verb system and
the definition of nomiﬁélization as it appears in this
study. Chapter Il gives the theoretical orientation of
the thesis. It overviews the present position in trans-
formational grammar, and we have to choose either the
'Extended Standard Theory' of Chomsky, Katz, Doughert,
JackendofT etc.; or the Basic Theory of Lakoff, Ross,
McCawley, Bach, Postal etc. as our'syntaotic medel .
Considering the nature of Yoruba strucﬁureé, we choose
the Basic Theory. The problem of choice rests mainly on
one basic question; whether the relationships between pairs
of Yoruba Structural types_could be correctly stated if
only the purely syntactic deep structure of the 'Estab-
1ished Standard Theory' were available. In work in the
tradition of the 'Basic Tﬁeory‘ the usual arguwient is that
therg is no auvtonomous lavel Pi of syntactic deep structure
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where all lexical insertion must take place in a block;

The 'EST' on the other hand, maintains that all the lexical
insertion takes place in the‘deep structure and furthermofe,
it is syntactically based in that 1t asserts that 'the sound
meaning velation P.S. is. determined by ! ggm»—ﬁ? !

(i.e. syntax). The rest of Chapter II asserts that greatepr
generality in description is achieved and the duplication of
rale representation is fo?gtalled 1f we break the main
condition on ?i ﬁhat is, thé 1éve1 where all transforma-
tions have applied and from which all true syntactic

transtormations start to operate.

Chapter IIL describes the infinitives and related
nominalizations i.e., Purposive and Non-Purposive. It goes
on to describe the Gerundive Structures, Chapter IV examines
thé relative clause coﬁétructions and the beariﬁglthey have
on nominalization and other felated structures in Yoruba.

It proves that it ia'a conjunchtion hypbﬁhesis that is

appropriate for the formation of the relative clause,

hapter V deals with factive/non-factive, emotive/
non~emotive nominalizations and some nominal pieces identi-
fied as ideophones by some Yoruba grammacsians. The point
on the achicvenent of economy of description is made Tor
derived nominals and most proper noun derivations in
chapters VI and VII where the classifiers iﬁ relation to
Yoruba proper nouns and nominal compounds are treated

respectively.

Vie have applied some transformational rules which
are not numbered, becavse the rules in chapter II are formu-

lated to Justifly the choice of our grammatical model. We

Ae




number the rules which are applicable to the underlying
representation of nominallzation in Yoruba and. which,

we hope, can apply to any natural language with or without

m odifications.
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CHAPTER T

1.0.0 LNTRODUCTTION.

The Yorub& language has been described as. a

dialect continuum.1

Tt is the major language of Oy¢,
dgtm, ONAbd, Kwird, Lagos (and part of Bendel).States of
Nigeria. It is 8l so gpoken in the neighbouring country,
Dahomey. Variants of Yorlbd are also used as religious
Janguages in Sierra Leone, Brazil and Cuba., It is a

member oﬁZKwa family of languages and its speakers number_/U%f

several millions.,

It has as many dialects as there are districts
in all the states mentioned above, principal among the
dialects are Dyé, Dighd, Ijé¢vi, Ekiti, ONdS and Akék6-Eas;
each of which has distinct characteristic features of its
OWI. o Delang(ﬁ958: CXIi»XIV) makes a brief comparison of
the major dialects of YoribA. The type of Yorlbd studied
here is known as Standard Yorﬁbé, it does not belong to any
particular place, but it can be correctly latvelled as the
Qyé dialect if the provincialisms of Qy$ have been removed
from it. It is the type studied in schools, used by news-
casters and by an educated Yoruba to address other people
whose diglects are different from his. Since 1t is in
nest cases not the first learned by a speaker, it is
invariably tinged with localisms from the speaker's district
of birih; for this reason the standard Yoruba has many

idiolectal variants. Disagreements among Yoruba scholars,

».»

1 Bamgbosge, A. (1966: 2 Fn.)
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particularly concerning syntax and senantics, have often

resulted from such differences.

i

1.0.1 The Yoruba People ahd the Lansuage

If is simply‘im§0531ble for a Yoruba to discuss
the most ordinary subject to any depth without fecourse to
the use of illustrative metaphors, proverbs, aphorisms, and
almost poetic expressions. Dennett (1910) who knew this
aspect of the Yoruba people was wonderstruck that man,
governed more or less by his senses and environment, should
have instinctively built up trains of thought and ways of
expressing them thet have led native philosophers to divide
their mythology into certain well-defined categories,
Writing three years later, Frobenius confirms the same
point when he describes 'the Yoruba' as a people so viva-
cious and alert, so skilful in the management of 1life that
they may very well be called the nation of practical philo-
sophers of dusky Africa, people who are ready with apt
illustration of whatever may be under discussion., As a
result.of these characteristics of Yoruba, being an ’
agglutinative language, compound words are numerous,
Substantives are formed by a regular system of prefixes..
This is a prominent featufe in the 1anguage and 1t renders
it susceptible of increase to an indefinite extent., For
example, notice the different derivations from the
verby -« md (to know)

1. md (to kmow) *
2. mimd (knowing)
3. Imd  (knowledge)

L, Aimd (without knowing)
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5. AL&imd (the state of having no
knowledge)
6. Aldimdkan  (one who knows nothing)

7. Atimd . (the problem of knowing).
1.0.2 Farly Grammatical Studies.

In 1817, Bowdich, who was the English Diplomatic
agent in Ashanti, collected some Yoruba words and got them
printed in 1819, From then on the missionaries stationed
at Sierra Leone took up the challenge. Their activities
got crowned by Crowther's publication in 1852 of his

Yortba Grammar. Before Bamgboge's A Yorlbd Grammar, the

offspring of his Doctoral Thesis submitited to Bdinburgh
University, there were qguite a few grammatical descriptions

of Yoruba. Many of them are shori grammars mainly intended

as companion pieces to major works in other fields or adjuncts

to dictionaries, Examples are, Johnson's Grammar attached

prefactorily to his History of the Yorubsa; Abraham's and

Delang's grammars are prefaces to their dictiovnaries.
Others which are mainly for teaching Yoruba are Rowlands:

Teach Yourself Yoruba, Ward: Introduction to the Yoribd

Language and Beecroft and de Gaye's Grammar and composition.
Though traditional in approach, all these grammars together
proﬁide us with a valuable outline of the grammatical

structure of the Yoruba language.

However, the general traits of these traditional
grammérs are that Latin grammar and terminology are trans-
ported via English grammar to the Yorlba language. This
wholésale transportation proves inadequate for the struc-

tures of both ¥nglish and Yordbd. Besides, traditional
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grammars only make an essential appeal to the intelligence

of the reader, they do not actually formulate the rules of

the grammar, but rather give examples and hints that enable
the intelligent reader to determine the grammar, iﬁ some

way that is not at all understood. However, inadequate as

their Syﬁ‘q'i‘.@:m matwr, he t+tha g'hwr?’iﬂ:g n mc_r‘x‘n'i v Vamiha orammeaniana
Studies in the syntax of the Standard Yoruba Verbh, Oke:

r ' . .
have p QA grammatical Study of the Yoruba verb avstem, Our choice
of (the) Yorubd grammar, |
4 N 2 Nearnand SR oo ﬁﬂ\Vn}m:'\‘whn;

1.0.3 Recen® Studies in Yoruba
rd
] ~ - . @ iS
Professor AyQ Bamgboge's A Grammar of Yoruba is

the first and the only complete2 grammar of modern YbrubaFUba
to be written within the coherent framework of a general
linguistic theory. The theoretical framework is the one
outlined in ‘Catqgories of the theory of Granmar:_B}The
main body of the grammar presents an excellent and very
helpful sketeh of Halliday's theory and of the description
of thevfbrm and structural classes of the Yoruba grammar.
That it excels earlier grammar in heing systemnatic is

obviéu30 Next to it in being a complete grammar is the

work of Afolayen: The Lineguistic problems of Yoruba

Learners and users of English based on systemic grammar

which is an improvement on the model used by Bamgboge.

In these two works, it is obvious that no attempts have
heen made to concentrate on a single syntatic category of
Yorubé; these are to come in the works of Awobuluyi:

Studies in the syntax of the Standard Yoruba Verb, Oke:

A grammatical Study of the Yoruba verh svetemn. Our choice

1+ . . . o
For the inadeqguacies of the grammars, see Bamgbose (1966:

PRe2=5).
" Complete in the sense that it covers major Yorﬁbg Syntatic
structures.

i W%% Oy
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of ares of study nov becomes clear after considering the
foregoing review of the existing works. To the best of
our knowledge no attempt has heen made to present a synta-
ctic and semantic study of Yorube newminalizmation. All the
works we have are on the Ybrﬁbé‘verb or verb system by

Awobuluyi and Oke.

1.0, Bamgbose's Grammar

For a new approach to replace an older model
there appear to be two things necessary. First, the new
model must account for roughly the szme eamount of data as
the 0ld one. BSecond, there must be scme reason other than
simple novelty for preferring the new one to the old, The
medel must be able to provide a formal demonstration that
the old model is unable to account for certain classes of
data considered to be én egssential part of the subject-

matter of the discipline,

Starting from Bamgboge, it must be nbﬁed that
due to the inadequacy of the theory spplied to Yordbd as
the Cramework within which the suthors worked, they have
certain faults in common. Bamgboge based his work on
Halliday's Scale and Category Grammar. It is however,
fair to say of him that the application of the theory has
been adhered to to the letter, As for the theory itself,
it is what Haas (1960) called a reductive approach wherein
one begins with the smallest atomic unit of the system.

At the time the theory was formﬁlated it was referred io
as the scale-and-category theory or grammar (Bamgbose 19663

A

). Later, Halliday and othcrst developed it to a

; .
' See Halliday, M. A. K. (1951) and (1965), Hudson, R. A,

(1967) .
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systemic theory of grammar. Within the scale-and-category
theory 'system and structure' deal: with one plane, that
is, surface, but system in the systemic theory is a
property of the deep grammar. The atténdant fault‘of the
work based on the first theory is pretty obvious, Bamgbosge
in his introduction wrote 'the criteria used in establish-
ing or distinguishing grammatical categories are structural
and the categories set up'for the grammar are based on the
internal structures of the language'. This simply means
that the epplication of the formulation is restricted to
linear ﬁtructure only, to the exclusion of 'logical struc-
ture' or the underlying representation. Afglayan's work
which 15 based on the revised form of the 'Scale and
Category' comes nesrer the mark in the underlying represen-

tation.

Qk¢ and Awobuluyi worked on specific area(s) in
the language which as we have mentioned earlier, aﬁg:gn
Yorhbg verbs. Also Awobuluyl based his work on Transfor-
mational Grémmar1 which is near the model chosen for the
present study. Bub all the same, they are not without

thelir own faults, which we discuss in the present study

in places where they are relevant.

1 The inadequacy of TG, will be discussed in Chapter II

of this work., However, Chomsky still maintains his
basic stand, though he had modified the model and had
S0 cnangcd the label 'deep structure' and 'Surface
'utruCuur because according %o him the terms are too
technical, so much so that people misunderstood and
misepplied them (London: \sunday Times| May 16, 1976).,
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1.1.0 THE BASE RULAS.

With the above aXplaﬁation, it is clear that we
shall have more recourse to the works of Bamgboge and
Afglayan than others' as needs call for them in the course

of the present work.

Yorlbd is basically a subject, verb, object (SVO)
language. DBesides the imperatives and some embedded rela~
tive constructions, the sentence always has a subject in
the surface structure, With the cxception of sentence
fragments like short replies to guestions where a single
noun phrase will do for an answér, the verb is always

present in a sentence.

Our definition.of the sentence will generally
follow the theoretical framework we adopt unless other-
wise stated., The sentence is dominated in the tree struc-
ture of a phrase structure grammar by the S node. So is
a § which contains no internal occurrence of another S
nodea‘,The internal structure of 8 is uwsually NP VP where

VP may be rewritten as V NP, or V alone, or V NP PP,

1e1.1 Orthographic Representation.

The following letters, and symbols which are

phonemic will be used,.

(a) Gonsonantj: b,t,d,k,g,gb,m,n;f,s,h,l,
row,d, /4, =/xp/55/ S /, ana y=/3/.
Broadly speaking the symbols have I,FP.A.
value, /kp/ is voiceless and /gh/ iszvoiced

labiovelar stop?»respecﬁive%y,




-

Y
st

(v) The Oral vowels: i,e,a,o,u,e, /£ / and o /DA

(c) The nasal vowels are represented by*the
corresponding‘oral vowels followed by'n’ e.g.
in</1/, en = /€ /, un = /&/ which has the
allophones A1)/ after the velar stops as in
Okun (okl)) the sea' and /ii/ elsewhere. It
should be noted, however, that we shall not
follow the traditional orthographic conven-
tion of representing the third person pronoun
object of a wverb that ends in a nasal vowel
by using an oral vowel symbol. 8o, instead
of the traditional mo din i we shall have
mo. din in = / mo ai i/(l fried it)

mo tan 4n

& P
mo ta a

I deceived him/her/it

mo pén on
I sharpened / flattered him / her / it.

(d) Tones: Basically the tone will be marked

lexically in the present study.1 However,

-

[hwf,;
clarify certain difficulﬁéto determine

we shell indicate pitch occasionally to

c¢lements,

The following tones are present in the lan-
guage. High tone (* ) low tone (‘);mid tone
is indicated by leaving the vowel unmarked.
The compound tones are: low high (V¥) mid
high (~ ), high low (A ), high mid (/™)

low mid ( ™) and mid low (7 ).

For tone, pitch and intonation, See Carnochan, ¢, (1961).
Bamgboge, &. (1966), Afolayan, 4, (1968).

1
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We do not intend either to doub@e our vowels \j\
unless of course condition warrants it such

as in case we have significant minimal con-
trasts e.g. m4d don't Vs, Mda 'going to'

'continug to'. '

(¢) Word Division: We write each word separately

contrary to traditional orthography in such

cases as:

nigbadtf = ni 1gbd tI 'when' enitl - eni ti
person who, and some predicates and adver~
bials are written together occasionally, e.g.

dékun for dd 2kun 'to stop' 16la for nf dia

"{omorrow',

1.1.2 Terms Used in the Present Study

(1) Analyzability

This is the basic predicate in terms of which the
theory of transformational generative grammar is formulated.
X is aﬁalyzable as ¥ il and only i¥f Y is a proper analysis
of X (i.e. all the members of Y can be mapped onto X and
gll the members of X can be mepped onto .Y), For instance,
let P be a phrase - marker with Terminsls ti k tn and X a
string Xi..Q.Xn of category symbols and terminals, P is

analyzable as X if and only if:

Xi dominates tig.,tp

X2 dominates tp + l...tq

=N

ocoaooooo!a'('!'vhere 1%: p:g‘: q\% Pﬁgn)

(2) Category Symbol

A category symbol is an e€lement which can appear

to the left of the rewriting arrow in an Aspects granmnar,
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Category Symbols are dlstinguished from terminals which

are not rewrltten in rules of grammar.

(3) Logicel Structure

The syntactic level that provides the input to
the semantic component of grammar or the syntatic level

postulated for determining semantic interpretation of

sentences,

(4) Dominate

r
Ewmeny

X immediately dominates Y means Y is an immediate consti-
tuent of X, 8o in the Tree diagram, here the Y node will
come directly under the dominating category (See under T

rules below for examples.,)

(5) Phrase Marker

A representation of the constituent structure

assigned to a sentence (See Lyons,'J. 1970:56).

(6) Rules for forming Complex Symbol on Major Lexical
Catepgories

Rules forming complex symbols on major lexical
categories N and Det (though Det is not a major lexical
categcry) are not ordinary PS-rules but elementary T-rules
of some sort, or local transformations (Chomsky 1965: 98-99),
There ars two types of fules forming CS on major lexical
categories. FHFirst we have congext free rules which
introduce inherent features such as

(+ animate), (+ count).

The second kind of rules a?e context sensitive; and.the&-n/QN
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are of two types:
(1) Strict sub-categorisation rules, and
(2) Selectional restriction rules.

Strict sub-categorisation rules are of the form.

A————3C8 /2 - W
where 'A stands for any symbdl_ready'for re-writing through

sub-categorisation rules, such ags N or V, CS stands for

- any partial matrix in the C8 of lexical entry of the form

+A, +szdﬁéeuren: 1969:141) Z and W are complex, perhaps
null strings acting as context restriction, and ZAW is

some X category symbol that appears on the left of the

rule X ZAW that introduces A. In concrete terms, then,

if A is a verb, then only the VP which in this case substi-
tutes for X determineé the strict sub-categorisation of A.
If, however, A is an N, then the strict sub-categorisation
of A is determined by frames dominated by NP,

(7) Selectional Restriction Rules

Selectional Restriction rules "sub~categoriseﬁa
lexical category in terms of syntactic Cfeatures that appear
in specified positions in the sentence; they are of the

form

rh > 08/ i - B
where ¢~ & & are variables ranging over a set of specified
features. Thus il +4 is +V and o~ is N, and' 8 1is also N,
then the rules sbhreviated by the above schemata states
simply thatl each feature‘of the preceding and following
noun is assigned 1o the verb and determines an appropriate

selectional sub-classification of it (Chomsky: 1965:97).

Selectional Reafrictions have come under severe

critieism by generative semanticists., For example
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McCawley (1970) argues thatb:

(I) Selectional Restrictions have no independent status
in linguistics, whereas Chomsky (1965) employs them
as a form of constraint on deep structure which, for
generative semanticists, is not a clearly defined
level as it is in Aspects (See Chapter II below).

(I1) selectional Restrictions are predictable from the
meaning of the lexical items in question;

(III) Many of the so called selectional violations do,
in fact correspond to "possible messages" in possible
words. -

McCawley, therefore, concludes, rightly it seems, that the
deviance of sentences arising from the violation of the
so~-called sel-ectional restrictions is in fact a consequence
of extra-linguistic factors in the context of situation.
(McCawley (1970., pp.166-168)., If selectional restrictions
are seert as the semantic property of lexical items, then
the need to analyse them as a syntactic constraint will
cease to exist. It happens that certain properties or
features of lexical items may have certain syntactic
reflexes, for example, the application of Bgui-~-NP deletion
happens to be sensitive to the specific property of certain
verbs being forward-looking. This is a semantic property
which has a corresponding syntactic reflex. Kempson (1975
L-7) in a published University of London Ph.D. thesis, argues
along similar lines.

(8) The Lexicon

The lexicon in a transformational grammar is a
set of lexical entries, each lexical entry being a pair
(DG), where D.is a phonological distinctive Teature matrix
'spelling' a certain lexical feature, and C is a collection
of specified syntactic features, a complex symbol (Chomsky
1965: p.8L), The lexicon will .also contain the following
inf ormation:

(a)  features reculiar to a formative which ecan trigger
a btransformation or block it;

'
)
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(b) relevant features for semantic interpretation., In the
lexicon, we are primarily concerned with syntactic and

2

gemantic features.

(9) Lexical Insertion Rules

The PS rules generate strings consisting of gramma-—
tical formatives for example, past C. To derive a terminal
gtring from preterminal strings, & lexical insertion rule of
the following kind is reguired: "HQ is a complex symbol of
preterminal string, and (DC) is.a lexical entry, where C is
not distinct from Q then Q can be replaced by 0¥ (Chomsky,
op. cit., p.8h4). This rule permits lexical items from the
lexicon to be inserted into the preterninal string generated
by the PS- and sub-categorisation rules if the markers in the
lexicon for that item and the markers in the complex symbol
under the particular node do not conflict (Grinder and Elgin
1973, P.129). As Seuren (1969.. p.38) observes "one notices
that thls lexlcal mile is not go much a rule as a rule schemata:
it is a cover formula for a large number of individual rules,
each of which would apply to a particuwlar complex symbol and
a particular lexical item. The formel sabstract structure
generated by the base rules plus lexical insepﬁion constituﬁe
the deep structure of a sentence and may be revresented in the

form of a treef'

.

Other rules: Semantic projsction rwles p,1hl,
puaonological redundancy rules pp.168~170,
syntactic redundancy rules pp,168-170, transfor-
mational rules in the base and in the transforma-
tional sub~component of the syntactic component;
all in the Aspects.

(10) (a) Structural Descrin?ig&:

The structure form of a phrase marker before the




1

operation ‘of a transformational rule.

(b) Structural change: The form of a phrase
marker after the operation of a transforma-
tional rule.

(11) Surface Structure

The syntactic level that contains the last phrase
marker Pn - in the syntactic structure

(P1L ... Pn) of a transformational grammar.
It provides the inpu% to the phonological component of a

transformational generative grammar.,

(12) Transformational or T rules

T rules map phrase markers, onto phrase-markers

1

meeting the Boolean' conditions of analyzability. Certain

elementary transformations that are comnonly used in the

present work are:

deletion, replacement and adiunction €8
sp: A /S MNe A BN AP ¢ D B R/ VP/s ¥
! 1 2 3 b 5 6 7 8 .
5C: i 5 3 6. 4 4 7 5
adjunc- dele-
tion tion

(where '“# #

boundary symbol)
Condition: 25,

In the SCiwe have gister adjunction of 6 to the left of

It since both 6 and L are sisters under the common dominance

of the same VP node.

(13) Two other forms of adjJunction. are possible in transforma-
ticnal grammar. We shall illustrate them with tree diagrams:

(a) Daughter adjunction and (b) Chomsky-adjunction as shown

bel ow:

TBoote, F. (1951).
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( a ) e A Px4d=
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y e

u/“//K\\“ﬁ r”/h\“A

-
G .

u//&\h /j’. .

H J K \i; ‘ K"’/\ o

Thus, adjoining s dauvghter of C {(i.e. ) in Px above to the

J

right of B we have the darivation above, (where G is removed

as a result of Ross' tree pruning and the successive terminals

will be Px = DEHJI KL, Pr 4+ 1 - DBEKL HJ.

(p) V= A Py 4+ 1% A
T T  S—— T T,
B G —7 B
D,,,mx:ﬁ”&d\\\ ,.‘*// l\‘: el - \R ol 1’_‘
b ¢ R B I ! y -
% /p\ b /
Mf/K\N ./(MNR N f//ﬁ\\ //K\
H J K i D B I3 Jd K L

With successive terminsls Px= D E HJ KL, end Px +1 - D B M

HJ KL, Only syngtactic transiormations are illustrated so far,
: W :

(14) Variables: The late‘capitals like U, W, X, Y and Z are
used to represent variables in structural description (8D).
They stand for all possible category symbols and terminals in
the relevant structural descriptiocon. Barly capitals like
ABCDEDTF are used to represent category symbols as in the

example (b) above for the elimination of the distinction between

category symbols and features. (3e¢ Chomsky 1970: 208).

YO

1ol 3 The Verb 'p]ll—;;) 8¢

As renmarked eaviier in 41.0.3, much pénetrating work
has been done on the Verb Fhrase in Yorubd, so we would Jjust
present‘an el-ementary discussion eof it here, HMoreover, our
interest in the Verdb Phrase is in the use we can make of it in
the description of nominallization. In this respect, our

discussion will bhe rather utilitariasn in neture and it will be
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determined by the relevance of the items discussed to the

Yortb& Nominalization.

~

A verb phrase rule might look 1ike‘Rule (1) as an
expansion of the base rule on VP, |
Rule 1. VP —3> (NEG) AUX v o (wp) (PP)
(where the obligatory elements are V and AUX), the auxilifary
is regarded as obligatory because in many cases, the absence
in the suface strﬁcture_of the tense indication in Yortbd
verb phrases is a result of an auxiliary transformation, This
is made obvious if the case of a class of verb described
variously as 'qualitative/stative' verbs and predicative
adjectives1 is considered. In surface structure representa-
tions it is not always possible to indicate tense for this
class of verbs, However, it is not always the case that if
an element is not present in the surface structure it is not
there in\the Logical Struéture. The c¢lass of the stative verbs
includes gg 'to be tall' gbe 'to be dry/lean'. Adverbs with
doubl e underscore are ofteﬁ regarded by traditionél grammarians
as the only time indicators. This assumption is not always

true as we shall soon see; consider:

(15) 4dé ti burd ri glgbfn kb burd md

(Ade have been wicked before but not wicked again)

'Ade has been wicked in the past but he is no longer wicked'.
It should be noted that the aspect marker ti also
participates in tense indication and nct the adverbs with

" double underscore alone, The stative verbs also take on

4Bamg’boge, Awobuluyl, Delang, Ward, Abrasham, Oke and Afglayan.,
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certuin auxiliéries Likz the future indefinite tepse marker
as observable in such sentences as:
(16) Dj6 yio ga t6 Adé nihgdﬁn Y

(Ojo shall t=all eQual~Adg in year this)

'Ojo will be as tall as 4de this year'.
(17) 014 méa t6 ghon

(Qlé going~to right- time-to-be-wise)

'014 will socn be wise'
The following are what we consider as VP structures in the
language. We underline the VP in the examples,

(18) Adé kO 1o si oja  VP=lNEG,V PP

(Ade not go to market)

3 o ’ 2
Ade 4id not zo to the market.

(19) Adé kb t1 lo sf 116 VP=WEG., AUX V PP

servren.

(446 not have go to house)
'Ade has not yet gone home'.

(20) AGE k) yfo lo sf 11& 18la VP=NEG AUX. V PP PP

_ (Ade not shall zo to house homorrow)

'Ade shall noi go home tomorrow'.
We have discontinous verbs in some structure as witnessed by

(21) Adé kb mwd owd wd sl ilé 1dna VP=NEG V NP V PP PP

(Adé not take money come to house yesterday)

'Ade d1d not bring any money home yesterday'.

(22) - Adé kO wd owé Lo sf 11é 1ldna VP=NEG V NP V PP PP

(448 not take money go to house yesterday).
'Adé Aid not take any money home yesterday'.
The difference in meaning, brought about by the polarity

creatced by 'go' and Tcome', of the two sentencedsuggests that




18

there may 5e two separate verbs rather than a disponti%@us
verb in the structures. One can argue that all discontid?us
verbs are a series of the verb structures in the verb phrase.
To engage in such an argument‘is beyond the scope of the

present work which is mainly on nominalization.

In the expansion of the base rule we have above
i.e. .1., we choose only one NP but in the rule we have two.
It is possible to have two NP's which need not be conjoined,
If they are conjoinéa they would be derived by the rule 1"
abovegbut if no conjoining were possible, In such cases, the
trf nl is inserted between the two NP's as witnessed by:

(23) Dada k6 0j6 nf ilé VP=V NP trf' Np.
'Dada burgled Ojo's howxbe!

(2u) Adé gbd Alnd nif etf VP as in (23).
‘ (Adé slap. Alna trf ear)
'Adé slapped Alnd (or Aina's ear)'.

(25) 014 te Adé ni es@ VP as in (23)
(014 step 4dé trf foot)
'014 stepped on Adé's foot',

From (23)~(25) it should be noticed that it is not necessary
that there should be a connection between the two NP's in the
VP. They may be direct and indirect objects, or they méy even
have genitival relationship (e.g. in the inaiienable possessive

relationship existing between the two NP's of (24.-.25),

The last feature of the verb phrase we discuss here
is its relationship with the adjective. Two items are invari-
ably used for comparison in Yoruba i.e. Jju and lg. For the

comparative degree, in its conventional and traditional sense,

T por fuller information on ni as a transformational formative
see Awobuluyi (1969b, pp.67-77).
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Ju and lg are discontigpus, but for the suvperlativs degree

they occur together as one lexical item., Consider:

(26) 014 t6bi ju Adé lo.
(014 big exceed Ade bgyond)
'014 is bigger than Adsé'.

(27) 0j6 gbon ju Alnd lo. -
(0j6 wise exceed Aind beyond)
'0j8 is wiser than Aing'.

(28) 01L& 1% pur¢ ju BSsd lo.

v

(014 can lie exceed Bsd beyond)

'014 can lie more than Bgsa',

(29) 014 12 sisé ju Alnd 1lo.
' (014 can work exceed Alng beyond)
'014 can work more than Ain4',
(30) 014 ni 6 t6bi jhlo.
(014 is he big exceed-beyond)
'014 is the biggest'.

(31) Adé ni 6 ghbén jllo.
(Adé is he wise exceed-beyond).
‘Adé is the wisest'.

(32) Bisi ni 6 1& se imélé ju 1o ninu gbogbo won.

(Bfsi is he can do laziness exceed-beyond them all).

'Bisi is the laziest of them all'.

As could be noticed examples (26~32) cover verbs,
predicative adjectives, and also both the compsrative and
superlative degrees, Notice that no modal auxilieries (e.g.
1¢ ‘can') occurs with the predicative adjectives examples,
This however does not mesn thet they cammot co-occur with
predicatives as witnessed by
(33) 014 mda ga ju Bdnmi lo 1&ipé y¥

(0114 going to tall exceed Binmi beyond scon this),
'014d will soon be taller than Bimmif.
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0ld 1& ga ju Binmf lo,
'0lu could be taller than Bunmi'.
Two other forms of comparison exist but the only one

we have already discussed above is relevant to this work.
However, in passing we may mention the other two briefly. The
two forms are described as. the 'comparative of equality' and

the 'comparative of inferiority‘?.

(34) Adé t6bi t6 Olf.
: (Adé big equal 011)
'Adé is as big as 014'.
An example of the second type will be the negation
of the first as in
(35) Adé kd t6bi t6 014
(Adé not big equal 014)
'Adé is not as big as 014'.
It should be noted however, that the earlier examples

(26,-{32) will not constitute a comparison of infeviority in

this sentence. Consider:

(36) 014 kO t6bi ju Adé lo.
(014 not big exceed Adé beyond)
'01€ is not bigger than Adé'.
In (36) it is possible for Adé to be as big as QL4
but the possibility of equality is ruled out in case of (35).
Since, the comparisons of ‘equality' and ‘inferiority' is of
marginal significance for us in the present study we may end

our discussion of it here.

1.1.4 - Yorb4& Modal System

The modal system of the Yorlbd verbs coincide with

the following three terms; Probability, Obligation and Condi-

TBeecroft and de Gaye (1923: 16),
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tion as indicated "by the following preverbs - 1&, gbddd, ibd
and iba. They can co-occur with the aspectual markers but
never with tense markers. Their occurrence may be illustrated

b5 the following examples.
1. Probabillty
(i) O 1+ lo .
'Hemmay go'.

'He may have gone'.

(iii) 9 44 mda lo.
'He may be going’.

(iv) O 11 ti mda lo .
'He may be going already’.
Or

'He may have been going'.
O%ZTigation
(i) 0 gbddb lo .

'He must/should go'.

(ii) <} gbdd$ ti lo.
IKe must/should have gone. 1

(iii) 0 gb6d6 mda 19.
'He must/should be going".

(iv) 6 gb£d§ ti mda | 9.
'He must/should be going™.
3. Pondit ion

(i) (a) ibd lo.
'He would havegone™.

(b) Ibal9. ’
'Even if he is gone’'.

(ii) (a) ibd til9 'He would havegone'.

(b) iba til9. 'Even if he has gone'.
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(iii) (a) ibd mdal 9. 'He would have been going' .

(b) iba mda19.- 'Even if he is/should be

going' .
(iv) (a) Ibd ti mda I 9. 'He would have been going’,
(b) Iba ti mda 19. 'Even if he is already
going' .

1.2.0 AUXILIARY IN YORUBA

The category symbol Aux. stands for a number of
elements which occur between the subject and the verbs of a
sentence. They are otherwise referred to as pre-verbs cf.

Bamgbo?e (1966: 69-70). The list comprises:

1. Yfo 6 ‘'will* (future tense marker).

2. d

3. ti 'already'’ (erstwhile aspect marker),

k. rt (indefinite aspect marker),

5. mda " " f

6. Ibd 'would have' (conditional mode marker).
7. Ibda 'even if' ( f " ")
8. Ib 'may’ (potential mode marker),

9. gbddb 'must' 'should* (obligation mode marker)
10. tbte without delay*
11. mbm§ on purpose'

12. si still*
13. pé&pd s till'.
1U. kdkd for all | know'

15. sbsb just®
16. tib even'

17. tdn again'

18. dbdb suddenly, without reason™.
19. Sa just merely. '

20. v/ulb in vain'.

21. o9 togeth er’

22. jhjb finally'

23. k6 not'

2k. . bd happen to*

25. ti yet*

26. md (se) (do) not.
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What is notable about ibd 'would have' is that it
could occur bhoth protastically and apodostically with non-
faétive predicates of unfulfilied conditions. Consider the
following:
L. 1v8 se pé AdéE AUrd sf 11& ni kd 1p4g ti jé.

'Had it been the case that Adé had stayed at
home, he would not have fought'.

It should be noted that the sentence

5. pé Adé Adrd si 1lé pi
'pe 43¢ stayed at home ni'

is derived from the logical structure string:

6. s~ A& O ibd se pé A A Adé Airs si 1léF A ni,
It would-have been pe Adé d0ré sI ilé ni.
Age kO ivd t1-ja.
'AG¢ not would~have fought'.

The second occurrence of Adé in (6) is first proﬁomi-

-

nalized into O, after which both this pronominal and the
subject, € 'it', of the protasis matrix sentence are deleted
hy a regular rule of morphophonemic because thigpronoun is

1

represented by a null argument before the modal ib4 and ibsa.

Other sentences contain the modal ba ‘'happen to be'
in the protasis only, for example:
7. (i) t¥ Ad& b4 wA nf 116 ki yio ja.

(if Ad8 happen-to stay at home not will fight).
'Adé won't £ight if he stays at home'.

(1) tT 6 bs adréd ki ylo ja.
(if he ﬂappen to stay not will fight)
‘He won't fight if he stays'.

Atz i

1 h

1 -
Bea Lee

( ech, G. (4197h: 140), for null argument and Delang, I.
19587 92

¢
2) for an example.
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The modal ibda is used in concessive clauses as

. witnessed by

8. AdS 1bAa adrd si 116 o 4 ja.
(Adé even-if stay at home he will fight).
'Adé will fight whether or not he stays at home'.

1.2.1 The Temporal Svstem

The temporal system comprised two tenses. Borrowing
from Rowlands we can designate the tenses as definite and
indefinite1 tenses, The definite tense indicates action that
either has already happened or 1s happening, while the inde-
finite tense signals action that is yet to occur. The definite
tense can be saild to correspond to the English past and present

tenses, and the indefinite tense to the so-called future tense.

The Definite Tense

Any verb thet is not accompanied by one cof the
indefinite tense markers is in the definite tense. Depending
on the context the definite tense is either interpreted as past
or present. In the absence of any aspectual markers the
majority of verbs in Yoribd are for the past time interpreta-

tion except those listed below,

gbén 'to be wise'
wa '"to be (in a place)’.
shi 'to agree’
md "to know'
jé 'to be'
gd 'to be foolish'
rd "to think!

for example

9. mo md 'I know' or ‘I knew',

'

1 Rowlands, B, C. (1969, p.97).
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10. mo gbd *1 agree* or 'l agreed*
but
11. mo td *1 sold*
i.e. trading was brisk, and | sold all | had to sell.

On the other hand, in the presence of aspectual
markers even those verbs that are marked for past time inter-
pretations are apt to have present and future time interpre-

tations imposed on them.
The Indefinite Tense

The Indefinite Tense markers are the auxiliary verbs
mda. yio, 6 and d as exemplified by:
12, (i) Add mda wd.
"Add w ill come*.

(ii) Add yio . wd.
"Add will* come’.

(iii) Add 0 wd.
'Add w ill come*.

(iv) Add d wd.

'Add w ill come’.

As could be noticed there appears to be no meaning
difference among all the markers in(12 (i —iv); C mda and
d are more frequently used. The forms yio and0 co-occur
with the negative form ki. an allomorph of the negative form
ko 'not' as exemplified by:

13. Add ki vyio o

'Add w ill not go*.

The indefinite tense is more explicitly expressed
in the environment of k6 by means of an alternative construc-

tion involving the verb ni 'to have1 as in:



14, Adé ko nf 1flo.
{Adé not have going) -
'Adé will not go'..

1,2.2 The Asvectual Systenm

The Aspectual System comprises two terms - ersyhile
and duration.

Zrstwhile is indicated by means of the pre~verb ti
'already'., If there are two actions within a construction
involving ti it indicates that one achion occurred before the
other. VWhen there are no two actions involved i merely
indicates that the action took place before the speaker started
to speak, or will take place before the time specified or
implied by the speaker as exemplified by the following.

15. Adé L1 parl rg.

(Adé already finished it)
'Adé'has (already) finished 'it'.

16.  Adé 4 i pari ré.
(AdS will already finish it).
'Adé will have finished it'.

17. Adé 4 ti parl r® ni iwdyi dla.
(Ad8 will already finish it in this-time tomorrow)
'Ade will have finished it by this time tomorrow'.

The durative aspect indicates action oceurring
through time. It may be interpreted as either continuous or
habitual. It is indicated by means of ¥ or mda, in some
contexts, or by both in others. With one or praobably two
exceptions, 17 co-occurs only with the definite tense, while
mda cowoccurs with both definite and indefinite tenses, as

well as in imperative clauses., Whenever mda occurs with

definite tenses, it must be accompained by 1 as in:
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18. (i) Adé A ta isu.

Present: 'Adé is selling yams', "’
or | 'Adé sells yams'.

(ii)  Past: 'Adé was selling yams (at that moment)'
or 'Ade uséd to sell yams'.

Mda 19. (i) Mda ta isu.

'Keep selling yams'.

(i1) Adé 4 mda ta igu.

'Adé will keep .selling yams'.

A and nda together:

When the two occur within a conatruction the

aspectual meaning is habitual as witnessed by:

20. Adé mda 1M ta igu.
'Adé sells .yams'.
or

1446 used to sell yamns',

It should be noted that (20) has the same meaning as

(18) consequently méa seems redundant in (20), Thus for

practical purposes, mfa and 1 are in complementary distri-

bution with the latter occurring with the definite tense, and

the former elsewhere. (See 3.1.4

below).

Tense and Aspect Co~occurrence

These tenses and aspects occur in the following

arrengement g:

(1) Definite. (2) Indefinite. (3) Erstwhile Definite.
(4L) Durative Definite. (5)- Erstwhile Indefinite.

(6) Durative Indefinite. (7) Erstwhile Durative
Definite and (8) Erstwhile Durative Indefinite,

1. O gbe. . 'It is/was dry’'.

2, Yio gbe 'It will become dary'.
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3. O ti ghe 'I4 is already dry'.

4. 0 1 gbe 'It is/was becoming dry'.

5. O mda 1 gbe 'It usvally becomes/became dry'.
6. Yfo méa gbe (It will be becoming dry)

. , It will be getting dried'.
7. O ti A gbe 'It is/was becoming dry already'.
0 ti méa 1 gbe 'It used to become dry'. '
8. .Yfo ti méa gbe (It will already be becoming dry)
'It will have been getting dried’.

(The morpheme '0' she/he/it has a null argument

before yfo and ¢). (Cf. Awobuluyl 1967).

One wonders why we should spend so much time on
the veruv system in Yorltbd. The fact becomes clear if we
realize that the whole range of the verb system is involved
in nominalization in Yortbd. Consider:

a4 - tétd - aes. 'Tﬁe fact of coming early'

41 - pé.- dé.  'The ract of not coming late'

& - 16 -~ gbb. '"The fact of using till being
' worn out'.

And of course the second source of nouns in Yorlbd is the

so-called ideophones. (See Chapter V below).

1e2.3 The Noun Phrase

This work is primary concerned with nominalization,
end it will be helpful to look at the surface structure of
Yortb4 NPs at this stage. The surface word order is the

mirror image of the English word order as witnessed by (Ll).

(L4)  Awon malu }sTsanra r@b@t@1 méra | yen na
Plur COW fat stout six those the
' nowm | ger, adj. |'Ideophonel num| Dem. [Topic-
) mar kep

A )
"Those gix fat stout cowd,

L The nature of this phemomenon is described in full in Chapter V.
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(ﬁh) is an example of the possibility of having a noun phrase

where all the following elements occur; viz. plufal marker,

now, Gerundive Adjective, Ideophone, ﬁumerais, Demonstrative

Determiner and Topic Marker. Topic marker p8 conveys the

idea of the previously mentioned: note that it is gquite

different from the two other nf i.e. (a) n& Determiner

as in:

(45) Omokinrin n& # ko orin. 'The boy is singing'. (b) n&
glossable as ‘also', '

(L) O 1u Adé nh. 'You beat Ade also'. It is glossable

as "even' in English as well. Adé n& 1lg. 'Adé even went'.

It is possible for the order of words in (L4) to be rearranged
but such rearrangements invariably result in doubtfully accep-
table Yordbd utterances. It is not the case that all these
elements should be present in all NP's; we present here what
we consider to be the maximum length of a N?. 1Ce

R R

p— 2 4

A simple Yordbd NP may consist of a single lexical
item e.g. (47) Okinrin ‘man'.
NP like (17) can be Ffound in génefic structures, e.g. (48)
Oktnrin kdl& burt ju Obinrin l¢. (man not can bad exceed
woman beyond). ‘'man cannot be worse than women'.
It is quite difficult for unqualified NP's to occur in Yortbs
sentences, .and so single element NP's are rare. They are

mostly found in generic environments like (48).1

T er. ward, I.(1952: 46 V... it is not usual to have a noun
along as subdject of a verb, the sentences in which such a -
usage %s natural are few: these are mainly general state-
ment s, '
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As ouf maln concern is with nominalization we do
not want to go beyond ﬁhe‘ébove definition of whét a NP is
in Yortbd. In the present work nominalization means the
derivation of nominal groups from Verbs, verb phrases and

simple sentences, as witnessed by the following examples,

(a) ¥ 1o 'togo' 1o (xan) (‘'certain) going'.
(b) VP wa Qkd drive . a vehicle, in the sentence,
Adé wa okd where the VP is underlined.

Y

Wiva okd Adé Ad &rd ba mi.

‘Ade's driving frightens me'.
(c) Nominalization: P& 6 1o i1é ni ohun tf a gbf.

That he went home was what we heard.

s 0 1o ilé 'He went home',

Ag the process 1s actually involved we present an
'Tov;rsimplifi@d form of what is done in the work here. As a
sort of generalization which is copiously jtemized in the |
rest of this study, we make the claim that whatever structure
is of the nature: NP-3, exclusive of the relative clause
which éécording to traditional analysis,1 bears a striking
similarity to it, is a form of nominalization. In other
words, any form, sentontial or non-sentential, which is

divectly dominated by a NP node is a form of nominalization.

This study exludes the primitive or basic nouns

because the history of their derivation is not known to us.

See Chapters IV and V for our analysis of the relative
clauge constructions. '

{
H




CHAPTER TT,

2,0,0 SYNTACTTIC MATHODOLOGY.

In the preceeding Chapter we mentioned briefly the
model we use for our analysis, ﬁamely, the Transformational
Generative Grammar, Here, it is our intention to present a
éurvey of the model in Jjust the sense of the relevance it

bears to the present studv.
P 3

The symtactic framework is that which was originally

proposed by Chonsky in Syntactic Structures (1957) and which

has besn subject to far reaching modifications ever since. A
fundonental c¢lalm of Transformational Grammar in its present
forn is that a grammar of a language is & system of rules
thet expresses the correspondence between sound and meaning in
this language in a language independent way.1 This Grammar is
also assumed to specify an infinite class of surface structure,2
each of which.is mapped onto a phonetic representation by a
8y 8 UOM of phohelogical rules (in a phonological Component of
the Grammar). Jurthermore, this grammar contains a system of
grammatical transformations mapping phrase markers onto phrase
markers such that each transformation defines a set of well-
formed pairs of successive phrase markers Pi -~ 1 and Pi. The
sysbem of Greavmatical Transformations defines an infinite class
K of finlite sequences of phrase markers, each sequence Pi - Pn
mecoting the following conditions

(1) (i) Pn is a surface structure.

(i1} Bach Pi is formed by apolying a certain

trensformation to Pi-l, in a way permitited
by the conditions of grammatical rules (a) 3.

Chow r::lf;;,rf'? 97'? i “i8’5) Lakofl fj 971b °232),
5 the definition of such terms like 'surface structure!
see Bach, A, L 7L S 7he75) .
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(1ii) There is no Po‘such as Po, Pi ... Pn meets condi-
tions (i) and (ii). ’

The acceptability of -conditions (1)-(iii) by trans-
formationalists is not in dispute since both Chomsky i971
(Setting up the views of the interpretive semanticists)1 and
Lakoff 1971 (explaining thé generative semanticists position)
accept and assume the validity of conditions (1) to (iii),
thence, (i) to (iii) will be our Pundamental. assumption here,
Another major assumption of present day transformational
grammar is that the grammar contains lexicon which is a class
of lexical entries each of which specifies the grammatical (i.e.
Phonological, Semantic and Syntastic) properties of some

lexical item.2

A Lexical item may be considered as "incorporating
a set of transformations that insert the item in question (i.e.
the complex of features that constitutes it) in phrase markers"3

along the line suggested by Chomsky in Aspects:

(2) (1) A lexical trensformation associsted with the
lexical item 1 (i.e. man) maps a phrase marker P containing a
sub-structure Q (represented in Aspects by Aﬁ&.) onto &

phrase-marker Pi formed from P replacing Q by 1 (i.e. man)..

The interpretive semanticists are the Linguists who believe
that semantics merely interpretes what has already been fully
specified at another level of representation known &s the
'"Deep Structure'., Their system is known as the 'Standard
Theory' which is in opposition to the Generative Semanticists
'Basic Theory' on the existence of a level of representation
called the "Deep Structure', on the relationship between
SByntax and Semantics and on some other matters which need not
concern us here.

2 Chomsky (1971 5184), Note that 'Grammar' is used here as defined

in Agpects 1965,
® Chomeky (1971 £184).
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A lexical tﬂansformation can therefore be considered
as a 'well-formedness’ constraint on classes of successive
phrase markers Pi and Pi - 1 for any i where the only difference
between Pi and P1 + 1 is that Pi contalns the lexical items

associated with Q.

Various versions of present day transformational
grammar accept the possibility of Jexical transformations
defined by (2)?althou§n they differ in the conditions on & e.g.
where in the Grammar lexical transformations apply, whether
they apply in a bleck and s8ll lexical ltems are inserted into
phrase markers before any non-lexical transformations (i.e. =~
'true syntactic teansformations') apply as in Chomsky's condi-
tion 51 or waebthey non-lexical transformations occur both
before and after lexlenl insertion s0 that the existence of
an autonomous (and deterministic) “evel of Syntactic 'Deep
Structure', the level after which all lexical insertions have
already taken place but before which any non-lexical transfor-
mation ever applies is denied. One version of Transformational
Gramunar that accepts the possibility of all lexical insertion
in a block hefore eny non~lexical transformation is called the
'Standard Theory', while the other version that denies this
possibility is called the 'Basic Theory' (although the label-
ling is not intended hy the proponents of the theories to
confer some unigue conceptual or empirical status to the former,
or to suggest that there is énything cntologically, psychologi-
cally or conceptually 'basic' about the latter). Consequently;

(3) below:

Cromsky {1971 5183~184). e are leaving out Chomsky's fn (a)
on (11) since it iz just an elaboration on the conditions on
ogrammatical. rales, some specific and some general like the

Yy pEAa ¥ 3 4 - Y T n e e L o . \ N

priuncipie of Translormational Cycle as in Aspects (4965)

)

|
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(3) fhe Standard Theory specifies, for each'sentence,
a Syntactic Structure F™ ow 2 (PleveeeooPlucecesc.Pn)
(where Pi is the deep, and Pn the surface structure) a Semantic
repﬁesentation 8, and a phoneﬁic representation P. It asserts
furthermore, that S is detgrmined ﬁy Pi and P by Pn under the
rules of semantic and phonological interpretation respectively.
More generally, the theory is 'Syntactically Based' in the sense
that it assumes the sound meéning relation (P, S) to be deter-
mined by EE::: on the other hand, the level Pi of 3 does not
exist in a 'Basic Theory' and the Basic Theory abrogates syntac;
tic 'determinism' my expression for the most important charac-
teristics of the theory which assumes "that the sound - meaning

relation" is deternined by j;w_ﬁ .

It must be noted that the differences between the

'Standard Theory' and the "Basic Theory" as represented here

":appears to be only differences caused by disagreement on a

single suggestion namely, that lexical insertion should occur
in a block hefore non~lexical transformation applies. Simply
put, this is the main difference. HoWeveP, the difference
itself is not one that can easily be resolved since the posi-
tlon of the Standard Theory cannot be easily changed becsuse
it is dictated by a major attitude to linguistic description
which has always characterized all works in the Standard
Theory tradition, and which was originally proposed in

Syntactic Structure as:

(4) "“Cnly a purely formal basis can provide a firm

and productive foundation for the construction

of Grammatical Theory"1,

1 Chomsky (1957 ¢.100),
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éince the version of Transformstional Grammar to be
used here will tend more towards the Basic Theory; it will be
necessary to discuss the objections of the 'Standard Theory!
that could justify any adqptioh of the basic theory in a werk
like this one. It should be noted, however, that those work-
ing within the Basic Theor& do not actually constitute a
unified school since various sysﬁems of analysis e.g. McCawley's
indices and Bach's contentivés are féund in recent woerks.
However, they all agree on the non-—existance of a level of
Deep Structure which is defined as condition (3) of Chomsky

1971.

In ), above not only does Chomsky contrast forn
with meaning (i.e. Syntax with Semantics) but he also stotes
as an instrument of policy, the direction which future resenrch
in transformational grammar should take (i.e. the one observed
in 3 earlier where everything linguistic is determined by
‘form' (i.e. .. = Syntax). Thus it had been stated

already in Syntactic Structures that whatever is included in

future extentions of Transformational Grammar should have
only a purely formal basis. Hence in Agpeecls, when Semantics
was Lirst officially recognized1 as a subject for linguistics
to describe, its only function was fo interprete what had
previously been fully specified in the ‘purely formal' owni-
potent syntactic component ysince the syntactic cowponent

specifies an infinite set of abstract formsl objects, each ol

which incerporates all information relevant to a single intare

ro PESTeRRTY

Semantics was £ irst recognised as a proper area of T.G. Jivdics
by Fodor and Katz(1964: 479~518) Bul one might say thou its
official recognition came only Wwith its incorporation inton

the general framework of TG in Katz and Postal (1904 and

Chomsky (1965)
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pretation of a particular sentence.

However, recent attacks on the standard theory are
directly referrable to the requirement 4 above, that ’only a
purely formal basis* is needed for the construction of a
grammatical theory and the,deterministic definition of the
Syntactic component in Aspects. for instance, since the
syntactic component specified 'an infinite set* of abstract
formal objects, and since each of these objects contains all
information needed for the interpretation of any ’sentence’,
there is bound to be a duplication of information in the
semantic component if the semantic component itself were
developed as a system of projection rules. One such duplica-
tion of effort is that noted by V/einreich whereby there is a
dictionary in the semantic component and a separate lexicon
in the syntactic component. Thus, in an integrated theory,
the existence of a lexicon separate from the dictionary is a
vestigial absurdity, but one which can be removed without
difficulty.2 irt is a vestigial absurdity because the duplica-
tion was originally caused by the reliance of linguists on "a
conception of linguistic theory as a whole which did not antici
pate a semantic component*™ (i.e. the conception of a purely

formal linguistic theory).

Chomsky 0 905: 163 - This definition of the Syntactic Component
is the original Aspects statement of 'Syntactic determinism'
and Chomsky’s definition of standard theory represented as 3

is a restatement of deterministic theory. In 3 Chomsky was
uneauivocal in asserting that **the sound-meaning relation
(P.S)" is determined by " (i.e. Syntax) existential

Quantifier).

V/einreich (1966) reprinted in Steinberg and Jokobvits(.1971 *
.312) fn b ,Katz and Postal (1564% 161) postulate a ’lexicon
(distinct from the dictionur.) which presumably specifies

the phonological form of morphemes. Chomsky (1965) has the
underlying phonologi cal sh.n; of morphemes specified by the
same component - the lexicon - as the syntactic features.

V/einreich (1966).
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So, objections to the Standard theory arise as a
result of the lack of simplicity and generality entailed by
a duplication of efforts in both the interpretive semantic
component and the ’'deterministic* syntactic component beside
many other objections that have been noted by transformationa-
lists. One such is the fact that the base of an Aspects Stan-
dard Theory generates many deep structures which are blocked
by restrictions on the application of transformational rules
and consequently have no surface structure realizations. This
same filtering effect of transformations must be duplicated
in some ways at least in the semantic component. Another
duplication occurs in the existence of semantic selectional
restrictions in the semantic component postulated by Fodor,
Katz and Postal vis-a-vis the syntactic selectional restric-
tions of Chomsky (1963) which have the syntactic features
like human and Animate which are not completely distinct from

the semantic features having the same names.

Apart from duplication, the standard theory as
formulated by Chomsky (1971) makes the status of semantic
representation more indeterminate than previously. In pre-
6 971) standard theory (i.e. Aspects), the deep structure was
set up only to determine semantic interpretations whilst the
surface structure (a less significant level of representation
at that time) determines only phonological interpretation.

In the revised standard theory of (1971), there are three
significant shifts of positions although the first two are

related.

First, the reconstructed theory gives Pn - surface

structure or rather “the structure determined by the phonolo-



gical 1nterpretat10n of Pn with intonation aSSLgn“””q, more
powerful than the deep structure since it is capable of
determining both phonetic representation and parts of semantic
representation, whereas Pi, thé_deep structure, determines
only the remaining part of semantié representation; thus, the
significant level of representation now is the surface struc-

ture which is necessary for both semantics and phonetics

Secondly, it was only the projection rules of Fodor
and Katz (1963) and Katz and Postal (196L4) that functions in

the semantic component, but we have a different situation in
- $

2 \
the reconstructed standard theory of 19717 i.e. (5):(113) hase:

(P1, ..., Pi) (P1 the K-initial, Pi the post-lexical (deep)
structure of the syntactic structure which is a member of X)
transformations: (Pi, ,},, Pn) (Pn the surface structure;

(P1, «.o, Pn) £K)

phonology: Pn ——- phonetic representation
semantics: (Pi, Pn) - semantic representation (the gramms-
tical relations involved being those of Fi, that is, those

represented in P1l).

In (5), Chomsky's final formulation of the standard theory,
the (8 Syntactic) phrase markers at Pi and Pn including the

4
grammatical relations represented in Pi”, also participate

1 Chowsky (1971: 213) and (1972), Jakendoff (1975: 650), for
redundancy rules in morphology.
2

Chomsky (1971) and (1965), theories will henceforth be
referred tvo as the 'Otdndard and Aspects respectively in
this Section, :

Note the b&PGﬁthSl?ﬁd 1nform 110n following 'serantic
3

representation’ in (5) or Chomsky's (113)., This does no:
suggest that Pl debermines semantic representation, but
that the grammatical relations represented in Pl, the firat
phrase markers for lexical transformations, are the rela-
tions involved in Pi the DS




39

in.the determination of semantic interpretation, although it

. 1s not clear whether they are syntactic converses'of, or actual
replacements for semantic projection rules. ' Lakoff (1971b:269)
actually assumes that the phrase markers (Pl.....Pi) in the
standard theory are replacements for the projection rules
AmM,e.o..f0 in the Aspects ﬁheory. It is likely that Lakoff
has misintefpreted the standard theory notatlon since both
Chomsky and Lakoff used the same formula, the 'Syntactic
Structure' (Pl, ..., Pn) for entirely different purposes.
Lakoff stated: 'Given a Syntactic Structure (Pi ... Pn) we
define the semantic representation SR of a sentence as SR=(Pi,
Pr, Top, *, ...) where PR is a conjunction of presuppositions,
Top is an indication of the 'topic' of the sentence, and ¥ is

the indication of the focus of the sentence g‘.1

As far as Chomsky was concerned, all P's with sub-

scripts are in syntax, and there is no Pl in semantic repre- .

sentation SR €.g. in

(6) = "(32) il " :(Pl, ....Pi......PI’l)"
S

Where the S8 and P on the lower line respectively
represent semantic representation and phonetic representation.
In the final version of the standard theory (i.e. 5 above),
the only necessary change from the Aspects theory is that

there is another arrow from Pn leading to S giving:

T Lakorr (1971b: 234) fn (a) suggests the possibility of
eliminating topic and focus and representing them in the
presuppositional part of the sentence., Perhaps this can
make for simplicity in description when it is done.

J
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(7) (PlootoPioo.aPn)1

L \

8 P

Thus, the only clear difference between the Aspects theory
represented as (6) and the latest.standard theory (7), is

that there is another arrow leading from Pn to S, If the

vertical arrow from Pi to S in both (6) and (7) is inter-

preted as 'projection rules’ and the vertical arrow from

Pn to P as phonclogical rules the diagonsl arrow (representing
'surface structure interpretation rules') cannot be interpre-~ :
ted as 'projection rules’' - which are vertical, and which do :
not rely on phonclogical information like intonation from

Pn or as 'phonological rules' (which are also vertical, but
which do not lead to semantic representation). Perhaps a
conprehensive and comprehensible formulation of 'surface
structure interpretation:-rules' may later clarify the position
of the diagonal arrow and the way it operates., Nevertheless, ;
the schemata (6) and (7) still show that the standard theory

has not yet abolished projection rules although it has

‘abandonéd the strong position in Katz and Postal (1964) and

Chomsky (1965) that only the deep structuwre determines

semantic 'interpretation'.

Hence, until the proponents of the standard theory

give a full specification of the diagonal arrow in (7), it
will be rash to suggest that the Standard theory has abolished

the Katzian semantics, thus, Lakoff's account of the Standard

T Wote that (7) is the statement of the standard theory

presented in Chomsky (1971). There are however corrolaries
of(7)e.g. the suggestion in Chomsky that "it is ouite
possible that other terms in syntactic structure (Pl,,noPn)
are also relevant for semantic representation”. Since this
suggestion will only increase the number of diagonal arrows,
its discussion will be postponed till we have finished
dealing with the problem of one diagonal arrow.,
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theory (1974: 234), and his reformulation of the standard
theory in a full deviation (1971:264-5f may be incorrect.
All that can be said is that the semantic cbmponent of the
standard theory is xnnrdescript_Since it is no longer the
vertical projection rule arrow of (7) alone, which.directly
determines semantic representation, but this vertical projec-
tion arrow plus a diagonal arrow which could even interprete
items like presuppositions which are not represented directly
in any part of Pn, It should be hoted that one of the impli-
cations of the surface structure interpretation rules is that
the surface structure could determine the semantic represen-
tation of structurally available formal cbjects like 'focus'
(in normal intonation) and structurally unavailable formal
objects like 'presuppositions', whereas the deep structure
could determine only the .semantic 'interpretation' of available
formal objects like ‘comﬁlex symbols; it should also be noted
that presuppositions cammot be assumed to be structurally |
available the way the main verbs of sentences are, hence, the
surface structure is even more stronger and significant than
the deep structure in the latter's only field of operation -
that of the senantic representation. By this, it only means
that the only important reason for postulating a level of
deep structure (for determining semantic interpretation) is

not really cogent since the surface structure which can use

1 1t is very unlikely that Chomsky could have formulated the
integrated standard theory the way Lakoff did it since the
part from P. to Pn in Lakoff's .reformulation (p.265) violates
condition 1 (iii) of Lakoff (1971b). and Chomsky (1971) that
"(iii) that there is no Po, Pl .... Pn meets cecnditions (i
ana (ii)", v :

Assuming that Chomsky has abendoned Katzian Semantics, he
is unlikely to incorporate a Po which violates one of the
conditions he set up into the revised standard theory.
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both structurally aveidable and structurally unavoidable
information for determining semantic interpretation is now

more powerful than the deep in its only task.

The third Shift in the standard theory is that it is
assumed that it is possible for o%her terms: in the syntactic
structure (P1 .... Pn) "to be relevant for semantic interpre-~
tation". Apart from dwarfing the deep structure further,
if it has not tecﬁnically eliminated it, this assumption
allows semantic intérpretation'to he multiply determined by
an unspecified number of possible"terms' in P1, ... Pn, and
some of these possible terms could be identical with some of
the derivational constraints in the basic theory like subject
raising, predicate lifting, quantifier lowering etc. In other
words, both syntactic and lexical transformations affect
meaning so that there can be many diagonal arrows nowv leading
to & from Pl to Pn in (75 above, If every part of Syntax
can now affect meaning (as the reconstruction of the
corollary of (7) indicates in(8)below), then one is justified
to doubt-the necessity of a Syntax/Semantic distinction since
semantics can now be rel evant at every state in the syntactic

component as suggested by:

(8) = Pls

So, the third shift of position in ithe standard thecry looks

like a subtle rmove towards the basic theory position although
the gtatement of principle from Syntactic Structures that

3t

"only" a purely formal basis® (where purely formsl, ios
"only" a purely formal basis (where purely formsl, io
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interpreted now as 'Syntactici)”can provide a firm and

A2y

productive foundation for the construction of a Grammatical

' 1
theory",

will always make the standard theory proponents
resist the basic theory position (in theory but not in

actual practice),

One can note at this staze, that Chomsky actually
criticized and rejected what was variously referred to as

. . 2
'a semantically based' theory of generative grammar, and a
3

semant ically based grammar because "what one belisves
&) H 9

realizes, etc., depends not only on the proposition expressed,
but also on some aspects of the form in which it is expressed”.LL
However, his general interpretation of 'based' e.g. when
syntactically based, means that the 'scund-meaning relation

(pes.) is 'determined by :Sfm_"t 2 (where :§m~”f ='Syntax')
will make it difficul?t for his criticism to be Jjustly applica-
ble to the basic theory. TFor instance, the basic theory did
not state that the deep structure~phonetic represesntation
relation (Pi, P) is determined by semantics. Hence, the

basic theory is not 'semantically based' in the sense in

which the standard theory is 'syntatically based', and so

the standard theory's proponents' real criticism of the

basic theory is yet to come on this crucial point.

' Chomexy (1957: 100). :
2 Chomsky (1974: 186).
Chomsky (1971: 197).
b Chomsky's fu. 9 (1971: 197) is omithed hers,

5 Chomsky (1974: 185),
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2.,0.1 Linearity in the Surface Structure.

In 1.0.4 above we discussed briefly Bamgboge's
model. Here, we are going to show how inadequate the model

is,to handle the linear structure for the surface nominal.

If we have, in Bamgboge's Nominal‘Group9 m, H,Q,1 on
the top line, in the ex@ansion of @ we have'nn, j, 1, k, d, t.
If these two factors are brought together we shall have
m, h, n, §, 1, k, 8, t, as a single line representation.
From this, it is clear that 1 obligatorily comes between j
and k., Now, lel us consider the anglysis of a nominsl using

the model.

(9) Bgbirin ajd dddd 6 16 kan (800 dog black it increases-
by one) 801 black dogs' (where the underlincd part constitutes

a sentence).

Using Bamgbo§e;s analysis we shali come up with
Bebirin as b, aid as m, dddd as j and ¢ 1¢ kan as k (the
ranshifted qusalifier). So for (9), Bamgbose's gfammar will
give us the structural description hg where g is realized
as nik i.e. (9) is ik, - But we know that.what we actually
have is a numeral, a noun and an adjective, In the structural
description there is no mention of the 'numeral' at all. it
should be noted that the type of inadequacy now being pointed
out actually occurs in Bamgbose's structural analysis{3966:

111M}, This inadeguacy is not peculiar to Bamgbo§e's grammar

alcne as we shall shortly see.

1 Bamgboge (1966: xii & 99).
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It we use Afolayan's analysis what we shall come
up with is m_h g where Bgbdrin (800) will be m, ajéd will be
the head, didd will be the adjective, and ¢ 1¢& kan will be
rankshifted qualifier. This will now give us m h j k.
However, we get better inﬁormatioﬂ by the designation m h ik
than is provided by the earlier h n j k since it, at least,
gives us the information that the head of the N P is aj4g 'dog'
and not Ighdrin ‘SOO', _Howéve? like Bamgbose's analysis, it
fails to tell us that there is'any numeral in the NP. So, i%
is guite obviocus now that this cohstituent cannot be adequatelj
handled by the systemic grammar. -However,'we can reasonably
assume that no serious efforts have been made to provide an
adeguate and generative structural description which indicates
the right place that the numeral occupies in the Yoruba nominal
group, moreover from our discussions in the preceeding para-
graph we can come Lo the conclusion that the linear NP
structure of the 8ystemlc Grammarians is difficult to justify
Lf established as the only structural model for fhe Yorabé
Nominalization. There are more structural types to be
examined, but in this section, we shall not go into further
details since our main aim here is just to show that we are
not using a new method to rework other people's grammars, énd
that no work, to the best of our knowledge, has actually been

done so Tar on Yordbd Nominalization in full scale.

2,02 Pnonolory and Syntax.

In terms of the version. of transformational genera-
tive phonology presented by Chomsky and Halle (1968: pp.6-7),
a grammar consists of three main components, namely, the

Syntactic, Ssmantic and Phonological components.
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The syntactic component comprises two major
Sub~components: the base component and the transformational
component. The base component, in twmn, includes a categorial
component, the lexicon, and the lexical insertation Rule.

The Categorial Component specifieé in terms of Grammatical
Categories and relations and lexical categories the basic
sentence patterns of a language. The lexicon consists of a
finite number of iexica} itéms or morphemes, Iach lexical
item is constituted by three sets of features: Syntactic,
Semantic and Phonological features. These features represent
the idiosyncratic syntactic, semantic and phonological proper-
ties of a language. A set of lexical redundancy rules,
specifies the predictable syntactic, semantic and phonological
characteristics of the morphemes. The function of the lexical
insertation rule is to place the lexical items in the appropriate
positions in the basic séntence patterns generated by the

Categorial Subcomponent.

The level of structure of sentence that is specified

by the base component constitutes its logical structure. A
syntactically unambiguous sentence is assigned only one
jogical structure. A syntactically ambiguous or homonymous
sentence is assigned as many distinct logical structures as
there are ways in which it is syntactically ambiguous. The
Jogical structure generated by the base component constitutes
the input to the semantic component of a grammar, The seman-
tic component acssigns to each sentence, via its one or more

1ogical structures, & semantic intevpretation.

The major task of the transformational components
is to derive.the swface structure of each sentence from its

logical structure and other underlying structures. The other
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strnetures are the input of the phbnological component,

This component assignsg to each surface structure & phonetic
ropresentation, Both the semantic and phonological components
operate solely on impulses which they receive from the

s:mtactic component. .

In Yoruba it caﬂ be said that phonology is often
depandent on syntax as wrgued in the preceeding paragraphs,
bt it will not be right to'suggest that syntax completely
detoimines phonology contrary to Chomsky's (1965) suggestions
that ‘the knowledge of syntactic structure representation
neips in phonological descriptions so that phonoloegy is not
conplotely indoenendent of Syntax', one of the distinguishing
chavacteristics of Yordbd sentences is the presence of
(phonelogical} high tone between the subject NP and the
follewing VE, 1In other words, the knowledge that there are
P's snd VP's is relevant to tone asgignment in most cases.
In many published works this phonomenon is described and used
in argumenﬁa t0o prove that Yorthba 'Predicative Adjectives' are
veobs (see Delane, 1955) . Here, we may prove that what
follows the Junction could be a VP and not necessarily a verb,
Fowever, there are certain exceptions that are difficult to
explain, For instance, this phonological high tone does not
ceour 1F the first element in the VP is the Neg. formative'Kd'
‘uot’ or if it is the future tense formative yfo 'will/shall'
elthough 1t esvpears before the perfective aspective formative
ti. ‘'have'. The environment of the exception is difficult to
state since both ylo and 1ti covld be called auxilieries

B

aind vhile the exceoption holds for one it does not hold for
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It should be noted that to a very 1argq extent,
the distinctions that are normally made in Syntax are also
reflected in Yorubd phonology. We shall use exanple of the
distinction which Bamgboge made between his 'pronominals' and
his ‘pronouns' for this d;scussioﬂ. Bamgboge called the
’pronominalsT - a closed system sub-class of nouns which are
pronoun substitutes. In one particular respect, it is quite
clear that 'pronominals® and nouns are similar in that monosyl-
lablc verbhbs ending in low tones dhange their tones into mid
whenever they preceed 'pronominals' and nouns but retain their.

low tones if they preceed 'pronoun®,

In the examples below, we use object pronouns in
(10) object pronominals in (11), and object nouns in (12).
We shall mark the mid tone on the verbs since it is what we
want to call attention to. The item n& at the end of every
sentence means 'also'. It is.not to be confused with the

homophonous determiner nf 'the',

(10) (a) O t3 mf nd (he push me also) 'He pushes me
o al so'

(p) O t1 ¢ n& (he push you alsc)
'fTe pushes you also'
(¢c) O t1 £ n& (he push him/ner/it also
'Ye pushes him/her/it also'
() O ti w4 nf (he push us also)
'He pushes us also'
(11) (a) O ti dmi nd (he push I-myself also)
' _ 'He pushes me also'
(b) O ti iwo nf (He pushes you also)
(¢) O ti dun nd 'he pushes him/ner/it also'

. A
(a¢) O ti adwa n& 'he pushes us also’

(12) (&) O ti Padé nf 'he pushes Padé alsc’
* (b) O ti 014 nd 'he pushes QL4 alsof
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(c) O ti J6k% na ‘'he pushes J6kd also'

(a) O ti Oktmrin yen nd 'he pushes that man also’.’

(12) (a-d) could be either surprise or additional information.

We may note that the low tone on the verb gl is
retained when it preceeds @ronouns in (10), but this low tone
is changed to mid elsewhere i1.e. before nouns andfpronominals‘.
In (12), the first three examples shows that the tone on the
follcwing noun can be high, mid or low. The example (12)(d)
is intended to show that the following noun need not be a
personal name. 4 determiner yen is inserted bétween Okinrin
end ng in (42)(d) in order that pf might not be interpreted
as the determiner 'The'. This is done to complete the
symmetry stated from (10)(a) when all pi's are interpreted as
‘also',

A second obsef%atiom aboul the phonological evidence
for grouping pfonominals with nouns is found in the behaviour
of 'conjunctive pronouns' i.e. Bamgbogse's 'pronouns' that
occur before VP's, REarlier, we stated that there is a high
tone Jjunction between subject NP's and the following VP's,
but there is an exceptibn in the case of prnouns. Any pro-
noun that preceeds a VP retains its tone, Consider (13) (a-c)
which are mid, mid and high respectively.

(13) (a) mo rf 9o 'I see you'
(b) O rfmi 'You see me'
(¢) O rf wa 'he sees us'.

It is likely that the retention of ithne ﬁope is

necessary in the case of pronouns as a disambiguating pheno--

menon bhetween the second and third person singular pronouns,

1. . A - )
For fur%her information on tones, see Rowlands, B.¢(1969 !
L 9=127 .
o
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Note that the third person singular pronoun has
a high tone in (13) (c) whereas the second person singular
pronoun has a mid tone., If thé NP tone junction rule is
applied to pronouns, then there would be some ambiguity
between the second and third person singular pronouns when

they function as subjects in syntactic structures.

The third piece of phonological evidence we intend
to give here is that all nouns in Yorlb4d are polysyllabic.
This fact proves that they are not self dominant. All abbre-
viated forms of nouns are also polysyllabic. Even when personal
names are abbhreviated, the abbreviated forms are polysyllabhic,
Thus, there is no abbreviated form of any Yorlbd personal
name that is monosyllabic, Here, we find that Bamgboge's
pronominals too behave like nouns since all of them are
polysyllabice But all pﬁonouns and verbs like some articles

are monosyllabic.

There is, in fact, syntactic evidence for grouping
prbnominals with nouns, and in determining what the ideophcne
is in the language, this will be discussed at length in
Chapter V, below. Here, our main interest is in the signifi-
cance of syntax for phonology, and it seems that with the
pronoun - pronominal exanples, the points that are necessary
have been made. However, phonolcogy plays a very important

role in Yorhib& grammar,

2.0.3 The Framework.

The framework that is used in this work is in the
tradition of the basic theory. Apart from the observaticns
on the standard theory in (2.0.0) ahove, there are reasons

to suggest that the basic theory will help us in obtainins 2
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more satis%actory solut ion to the problems attacked than
the standard theory. For instance, we wish to p50pose a
sentential derivation not only for Yortbd nominals but also.
for elements within the nominal rules, like nouns, verbs and
adjectives., One of the a&vantaéeé of sentential derivation
for forms like the Yoruba ﬁumeral system is that we are able
to provide a common underlying form for different classes of
numerals (e.g, cardinals, ordinals, distributives etc.)
although in most Yorlbd descriptions of the numeral system,
only the cardinal can be produced beyond a certain low Limit.
If the ruleéipostulated by those Yorlbd grammarians who cared
to discuss the numeral adequately for generating ordinals
were applied beyond the one hundred and eighty fourth position
(184th), only ungrammatical, unacceptable and uninterpretable

LY

forms would be obtainable e.g. *i

!

skogdsanlémdrun for the 185th

"

position. It is througﬁ'the type of sentential representation
suggested here that the productive capacity Qf the Yorlbd

numeral system can be adequately accounted for.

It is certainly the case, that one implication of
sentential derivation fpr parts of nominals is that syntactic
rules like syntactic transformations would have applied to
the suggested underlying representations of these parts of
nominals in order to derive the single lexical item that is
ultimately inserted inlthe appropriate parts of the nominal.

For instance, Lkerinléldégésan (the 184 position) could be

derived from:
(14)  ipd t1.6 jé ogdsan 6 1é& erin
(Fosition which it is 180 it plus L)
'the 184th position' through some syntactic transformaticns

like deletion, end it is the derived structure Ekerlnléléedsan
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that is inserted as a lexical item in Pi or logical structure

’

of the standard theory,
The underlying similérity of "84Ltn' and '185th' could
be shown in a representation of. "185th' that follows the

pattern of (9) above e.g. .

(15)  ipd ti & jé ogdsan 6 1& artm
(position which.it is 180 it plus 5) the 18%th
position,
The difference between "f184th' and 185th will then
be a derivational rather than an underlying onc since{1&3,can

later develop into fkerinléldgdsan through a series of syntac-

tic transformations like the deletion of ipd ti 6 je (position

ettt fanr s

3 . . . N s - N ¢
which it is). The sister adjunction of 1¢& ‘plus/increase’ to

the right of Erin 'four' giving Irinlé, the adjunction of pf -

. ——

(the Trf = Transformational formative) to the left of ogbsan

'180' giving ni ogdsan légosan and the sister adjunction of

the derived Erinecle to the left of ldgdsan giving the numeral

form Erinlélégdsan., From this numeral form, tne Cardinal

forms: [Bkerinléldgbdsen "the 184th' or Kerinldéldsdsan '18Lthn'

could be derived. If instead of ipd ‘'position' of(’:@.@&@gﬁ)we

had iye 'amount' we would have now derived merinlélézdsan

'184th' which is the Ordinal form. The main point here, is
that all Yorubd Ordinals arve similarly represented at a certain
stage and are converted into the forms normally inserted at

Pi. Thﬁs, without violating the Boolean condition of analy-
zabiliﬁy, true syntactic transformations like adjunction,
sister adjunction and deleticn could even apply hefors Pi,

the stage which must precede all Syntactic transformations

(or 'Upward-toward-the surface cyclical transformations') in

the standard theory.
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Since true syntactic transformations like deletion
and adjunction would have already applied beforeiwe reach
Pi , the main condition on Pi, that it preéedes all post~
lexical i.e, Syntactic transformations, is violated. But if
we do not violate this conditioh (and thereby reject the deep
structure as defined in the standard theory), we will be
unable to state the similarity between the 18Lth position and
higher positions, i.e. (from 185th to infinity) which are
similarly represented in underlying representation as demons-—
trated in the preceding paragraph., Moreover unless we violate
the condition on Pi’and provide sentential transformation for
nominalization such as in numerals we will be unable to prove
that Yorubd can actually'genefate and conceptuslize the 185th
position and positions with higher figures,since there is no

single formative representing '185th' (the way $k§rin1élég§san

represents J84th), which.can be inserted at Pi, Consequently
the abandonment of the standard theory for the basic theory
is_absoluﬁely correct while the standard thecocry is incorrect.
In fact, the basic theory itself may be wirong in some of its
assumptions, It is still in the formative stages. Neverthe-
less, since the publication of Lakoff's article on 'Instrumental
adverbs;1 one common and significant style of argument in
linguistic research by transformationalists’had been to show
that the relationships between some pairs of sentence types
could not be correctly stated if only the purely syntactic
deep structure of the standard theory were available. The
suggestions about the Yortbd numerals in the preceding para-
gravhs also follow this general trend. .However; whether the

basic theory were basically correct or not is irrelevant
5

]

T paxere, @. (1968),
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provided it can make for greater generality and simplicity
in describing the areas where the standard theory will make

the statenent of generalization impcssible;

2.0.4 Syntactic Transformation Before Pl

/

It is assumed that the phrase marker Pi of the
Syntactic Structure :> \ = (Pl ... Pi ... Pn) of the
AR,
standard theory in present-day transformational grammar refers
to the 'autonomous' level of syntactic deep structure, and

is described as:

(16) Given (FL ... Pn) in K, there is an i such that for
A ‘::: i, the transformation used to form Pj + 1

from Pj is lexical, and Tor J :::;a i the trans-

formatlion vsed to form Pj + 1 is nonlexical §.1

The main implication of (16) is that there is a
certain level Pi beﬁween.Pl and Pn which is.the level from
which all Syntactic Transformations start to operate. In
2.Q.3 above, it was suggested that certain similarities in
underlying representations are very easily statable only if
we have sententlal derivations for some Yorubd noun phrases,
and that true syntactic transformations would have applied
in such derivations even before we derive the lexical items
that‘are later inserted at Pi. A sketch of this proposal is
given below. It is worked backwards from Pi, the level of
syntactic deep structure, in the sense that the phrase markers
are numbered Pi-1, Pi-2 etc, The numbering is done this way,
becauéé we make no assumption about what the representation
at Pl (the K~initial phrase marker) is, Pi-6 inAthe represens-

tationg below would have occurred between Pl and Pi.

]

Chomsky, N, (1971: 18L), Condition (3), for further infor.
mation see Chomsky, N. (1972: 71) on the standard theory.




Let us assume that in the Yortib& sentence:

e o v a4 @

(17) Adé wa nT ipd kgrinlélég@jp

"Ade is in the 164th position'.

the item Xerinléldeéjo "16Lth' occurs as a single lexical

item which is an ordinal at the level of syﬁtactic deep
gtructure. Lelb us further assume that this single lexical
item was derived only through lexical and mérphological rules,
and that 1t has not yet been operated upon by any syntactic
transformational rule., If our assumptions were correct, then

the derivational history of Xerinléloefjo from smaller elements

would not violate condition (416) above, and so, it would
guarantee the existence of the autonomous level of syntactic

deep structure.

However, only one of our assumptions is correct,

and the correct one is the first assumption that Kerinlélégdjo
oceurs as a single lexical item at the level of Pi of the |
Syntactic deep structure, The incorrectness of ths second
assumption is demonstrated through the following derivations

Cor numerals in wderlying representations,

At the level of syntactic deep structure, we can

have a simplified representation like (18) for (17).

(18)
S
//&""m
T \\\
P vp '
} g
Add v t::;gf;a;\\R
( wa )' Prfp NP
exists , ———
ni N// ordinal
Gn) ]
ipd kerinléldodijo

(position) T (q6lth)’




ks

56
]

(18) représents a typical tree representation for (17) at Pi
after lexical insertion, that is, after all 1exiéa1 transfor--
mation§ have applied so that there is no complex symbel repre-
sentation or any Aspects representation on the tree. /e shall
leave the deep structure represénﬁation as it 1s in (18) and

now operate at another stage before Pi,

Suppose at Pi~6, we concentrate only on the NP that
was dominated by PP (prepositional phrase) at Pi, i.e. in (18)$
then at this level we can disregard other parts of (18) execept

NP = ipd Kerinldldgdjo under the assumption that there is no

2

change in the syntactic structure of the disregarded part of
(18) throughout the derivation from Pi~6 Lo Pi. Thus, although
we apply transformational wrules on NP representations from

(19) below, the complete structure index on which such trans-

formational rules operate is a sentence like (18).

Hence, at Pi-6, we can expect the lowest NP of (18)

(the NP dominated by PP) to be represented as (19),

(19) Pi - 6.
NP
. M_me"wmjwwmmn
1] Ui
/‘-‘"“
ipd,, (- def) N7 VP
(position) % - _ TWOFERAL
x xen

¥ DET cop xP
\ (- def) dg""\\
ipd, E - ;6 NP
(p081t:0n) (" - is)
x /fﬁ/ N,

oguinnédio & 14
("‘5‘! "L}\
00y 4 0
((,Q e &) (_]_*f ')]U

1)

literally (position a (position a is twenties eight it increased -

by four) ),
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Ythe 164 position'

Wle assume Tor convenlence that the final forms of
the lexical items used could be represented on the trees as.
in (19). Note the similariﬁy of (19) to the underlying
structure we propose for NP's in general. From (19), through
a relativization transformation, we could derive (20), the
phrase marker Pi-l (assuming that the two similarly indexed

items ipd 'position' in (19) are coreferential.

(20) Pi - U

ipo, (Det) RM NP VP
! l , Numeral
[ dez.7 “
-def tf Pronoun Co NP
A » M"‘“‘"'\.
é 3¢ NP 5

ogin mé&jo - 6 1¢é erin

literally (position which it is 160 it increased by L) 'the
position which is 164°'.

Notice that the formulation chosen in (20) for the
derivation of the relative clause constructibn is qguite the

traditional one, for an alternative formulation see 4.4.0 -

b.1.1 below,

The derivation of Pi-lL from Pi-6 (i.e. (20) from
(19)) involves two processes, FPFirst, we hav¢ the relativiza-
tion process which involves the adjuwction of the Relative
¥arker (RM) to the left oflthe second oéCurrence of ;RQX in

(19). Then we have the pronominalization of the second ipd,-
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Both the relativization and pronomimalization processes

involved in the derivation of Pi-lL from Pi~6 are respectively

represented as (21) (a) and (b) below:

DRT COP NP

N DAT N }
(21) Dy /WP /8 Mp g np e NUn/ VE/ 8/ wp
(a)  pi6 1 2 '3 L 5 6 7
gC:Pi-5 1 2 RM +3 UL 5 ° 6
Conditions: 1 =3 and 2 = 4
W DET RM N DET COP NP
() 8Dy A 8 MAr 7 wp A wu/ ve/ s/ WP
b
Pi-5 12 5 4L 5 S
SC:Ri-l. 1 2 3 PRON @& 6 7

Conditions (i) 1 = L and 2 = 5
(11) (21) (a) has applied.
The output of 21(b) is the tree disgram (20) above which repre-

sents the P-Marker Pi-L.,

Note -that both the relativization rule (21) (a) ana
the pronominalization rule (21) (b) are true syntactic trans-
formations which should normally occur after Pi, the level of
syntactic deep structure, but now we'find them operating from
Pi-6 to Pi-l (i.e. before Pi, the level from which true
syntactic tramsformations should start to operate). Note
that the boundary symbol ' %ﬁ# ' is not used in the derivation
from Ul downwards since the NP being considered is no longer

the whole of the sentence in (47).

Next, we wish to consider Pi-3 and at this stage
we intend to expand the Numeral NP i.e. & of the sentence
description of (21) (a) above., Since other perts of (21)
will remain unchenged in the derivatiomé that follow, we shall

now concentrate only on the numeral NP, 8o, we have rcduced

i
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the Senteﬁce Description twice, First, we linited our
description to the NP that is dominated by a PF in (18),

and now, we intend to limit the descrintion to the Numeral

NP that is dominated by VP in.the Senténce Besoription of (21) or

in both Pi-li and Pi-~6.

NP PRON . V it ”g

(22) spe e /8 “s j NP
Pi-3 1 2 3 I =S
SC s Pi~3 1 - g ol b+ 3

Where 2, 3 and L of the 8D constitute the expansion
of (21) (i.s. gm£imgaiﬂ) in examples (19) to (21) (a) ana
where the numeral NP at Pi~3 is the 6 of the 8D of rule (21)(a)
or the 7 of rule (21) (b). We have omitted one stage in the

derivation, that from Pi-4 to Pi-3. Thatb stage is reserved

for the derivation .of (20 x 8) '160' from Ogin ¢ j& dni mé&jo

(20 it is times 8) "160'. It is the derived Qgdjo at Pi~3
that will be dominated ultimately by the NP represented by 1

in the Sentence Description of (22),

The transformatiocnal operation in (22) is the -
conversion of Pi-3 to Pi~2 through the sister adjunction of
the L of the Sentence Description. After the operation of
(22), we now have a tree like:

(23)

jp ;ziw
0g¢io ’ @Pinfé

and this becames the 8D at the next stase in derivation where

Pi-2 is transformed to Pi~-l. The next major operation is the




60

pérmutation of the remaining element in (23), by a preposi-
tional element n11 that occurs hetween JQﬁgﬁé and 096]0 after
their permutation. Suppose the adjunction of nf to the left
of oig;g takes place during the mapping of Pi-2 onto Pi-1,

and the permutation of nl opdgo and vrlnlé takoa place during

L tconre i

the transition in derivation from Pi-l to Pi. Then at i,

we can take frinlénfogéjo which later becomes frlinléléabdjo

after the operation of the necessary phonological adjustment
rules outside the Syntactic component (i.e. after Pn). We

shall however, use the final form Erinlélégdjo in our discus-

sions here, Bubt this does not imply that phonological rules

can apply within the syntactic component., The form, Erinlé-

16g6jo "164L', will be the general-numeral form, and from it,

the ordinal forms kerinlélépdio '16Lth'and 1kerinléléedio

©

"the 16l4th and the cardinal form merin 1& 16g¢io ‘164" could

ﬁe derived morphologicall& as suggested in 2.1.2 below. What
one finds is that true syntactic transformations have to appiy
between Pi-6 and Pi, and unless some syntactic transformations
could also be called lexical transfermations, this derivation
will have grave consequences for condition (1) p.32 above which
raws é sﬁrict line between lexical transformations needed

before Pi, and non~lexical transformations from Pi to Pn.

1 Abraham 1958: LLO treated this prepositional element nf
as the nf which occurs after some verbs like kurb "lcave",
Wlth vcﬂbs like 14 in Jrin 1é16g JO (160 + U4) T164" or afn,

v

less' in Srin dfn 16péio (4 60 H} 156! It appears the

formativc nl is a construction from nf orf? 18rf 'on top
of' "1¢€' and nf ind, ning (in stomach of) 'inside of' for
v . BN v
din. Hence, an altermative way of ernressmng arinléldudio

A 02N TP S A LA bk 8

"84 and Lrindinldadio 156" is to use irin 6 jﬂ end 1 ori

ogfle 'Tour wilra on top of 160" for Tormer and grin 6 ﬁ’n
0z 640 "four less Crom within 160° For the latter.
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However, in an effort to save the concept of syntac-
tic deen structure and guarantee the autonomy of'Pi,.one can
nropose an alternative derivation, For instance, assuming
that a prepositional el ement had to be introduced between
Srinlé and ggdio after their pefmdtation, one may propose
underlyins structures for'ﬁgig;§$¢g§ig which will put ¥rin
balfore onéjo and give underlying representation to the prepo-

sitional element. In fact, this is a possible way out of the

mroblem.

Thus, we can have the following representation as

2 replacenent for the numeral NP at Pi-3 i.e. (22) above.

(24)  Bein 6 1& 16rf ogdio
(four it increases on-top-of 160) = I + 160 = ‘164"
4 counterpart of (24) for the representation of numerals sub-

tracted from groups of tens between 20 and 180 will be:

(25)  EBrin 6 din nind ogéio

(four it decreases from within (160) = four from
160 = '156°
A tree for (24) will look like this:

i
W""—'—MMW ¥ -
NP ]
MMﬂ
° T = 2
arin %P VP
rid 12 N—-’/’k\\i
(four) (lﬁon) T Bp
é 1é Prep NP
(i%) | (increase) .
. NP NP
ni ori !
(on) (top or 0839
’ head) (160)

j.e. (four, it increases on top of 160) = 'L 4 160" or '164L°
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from (25), we may allow the deletion of ¢ 'it' and orf "head'
to take place before Pi, and afte; the operation of all
necessary phonological adjustment rules in the phonological
component, we have 'Brinlé&l6gsio'. We shall modify the
labelling Pi-3 of (22) above to.Pi—l since a smaller number
of P-marker mapping is reduired for the derivation., This
means that corresponding adjustments of earlier P's will be
necessary so that the Pi-6 of the earlier derivation is the

Pi-l. of the present . one. Different stages of this derivation

may then have the lexical representations in (26).

(26) (a) ®rin 6 16 nf orl ogdio at Pi-?2
(b) Erin 16 nf orf ogbio at Pi-1 and
(¢) Irin 1& ni ogbjo at Pi which becomes
(a) Brin 18 16g6j0 after Pn in the
phonological compo-
nent -

Note now that deletion is the only syntactic rule employed,

In order to guarantee the auvtonomy of Pi, all we have to do
now is to suggest that deletion is also a lexical rule. This
suggestion is necessary since we actually have deletion opera-
tions in (26) (b) and (c) rather than the phonological rule of
assimilation which is excluded from syntax. TFor instance,
assuming that the pronoun § were assimilated into g;p

in (26) (a) it will change the tone on Erin to Irin as indica-
ted in the representation (26) (bjﬁ This is the only possible
surface form of (26) (b) since frin with the midtone on the
second syllable will sound odd there., But if what we have

in (26) (b) had been real assimilation, them, this modified
tone pattern on uwwq will be retained on the final form

Frinléidzdio. On the other hand, there are two low tones on

the Brin of 2pinléldedio, and this shows that the pronoun ¢
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was not really assimilated and that the operation in (26) is

gyntactic and not phonological, - }

The deletion of Ori 'head' at Pi-1 however, can
hébdly be disputed since it has had no phonological effect
on the surrounding items at Pi the next stage, which is the
level of syntactic deep structure. Thus, it appears that
some radical-changes about ﬁhe concept of lexical and syntactic
transformational rules (e.g. the labelling of 'deletion' as
both a syntactic and a lexical transformational rule) may
have to be done in order to guarantee the autonomy of Pi, the

level of syntactlc deep structure.

Note, however, that the dbove discussion is based
on what happens to the Numeral NP from Pi-2 to Pi, and nothing
was sald about the levels Pi-l and Pi-2 #® corresponding

resﬁectivﬁly to the former Yi-6 and Pi-4) where a relativiza-

tion transformation was used to map Pi-4 onto Pi-2., It is

now certain that rdlativization is recognized as a lexical
transformation so that whatever happens at this level is a

further support to the maintenance of the level of syntactic

logical structure.

The only way out of the dilemma posed by the fi-6
of the first proposal (or Pi-L for the second) for the Propo-
nents of an autonomous Pi level is to repudiate it and suggest
that there is no such phrase-marker ss Pi-6 and. no such
transformational derivation as example (21) above. But the
purpose of Pi-6 and Pi-L is to show the similarities in the
underlying representations of subclasses of the numéralslike
ordinals, cardinals and distributives. 'These subclasses of

numerals are different to the extent that they use different
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to the extent that they use different *Classifiers’ in the
place of the ordinal classifier - ipd 'position' in Pi-6 and
that they are similar in that &ll other parts of their under-
lying representations are identical for instance, the only
difference between the ordinal Bkerinlélégbio 'the 164th' and
the cardinal Mérinléloémdéio '16L' is that the former uses the
classifier jipd in the tree representations (19) and (20) above
whereas the latter will use-the classifier iye ‘amount' in
the same place in (19) and (20)., A disregard for Pi-6 and
Pi~l of the first proposal in order to guarantee the autonomy
of Pi implies that generalities and similarities concerning
subclasses of elements in the Yorlbd nominalization will be

wstatable.

So, one finds that the alternative derivation
guggested in order to guarantee the autonomy of Pi and
safeguard condition (1) above still fails to exclude the
cperation of true syntactic transformation before Pi. Theré
are reasbns to reject the alternstive derivations e.g. the
.diésimilarity in underlying representations bhelween low
numaréls (i.e; those below two hundred) and the higher
numerals (those above 200) which (25) and.(26) above imply,
or even the treatment of deletion as a lexical transformation,
but it seems there is no need to discuss the inadequacies of
this alternative‘solution gince 1t does not solve the problems

of an autonomous Pi level,

2,1,0 THE STRUCTURAL SKETCGH OF YORUBA

As the transformational generative framework is
used, the terms we use e.g. S for sentence, N for noun, NP
for Noun Phrase, Conj, for Conjunction etc, should be wnder-

stood within the theory of the grammar we use, Some brief
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comments on the grammatical model used here and a glossary

of the syntactic terminology employed appear later in tlhs

work.

Bamgboge (1966) suggested two requirements for any

good grammar. First, 'a proper désoriptionﬂmust be baszd on

a linguistic theory1, and secondly, categories cannot be

e

assumed. They must be defined by reference to structures.
The present work satisfies éhe first reguirement since it is
based on the transformationsl generative theory of Linguistic
description. Before it can satisfly the second regquirement,
we should examine how Bamgbogse's @Grammar met the requirement

and then follow hils example.

Bamgboge described the sentence as ‘the highest
grammatical unit in Yorbb4' and added that ‘it can only be
structurally defined in terms of structure'., Since Bamghosge
used Hdlliday's Scale and Category Theory of Grammar, in
which unit 1s a technlcal term, it seems any direct reference
to the theory underlying a descriptive grammar could help in
the task of Category definition, We shall take note of this
technique when we define the categories used, A~Another techni-
gue of category definition from Bamgbose im=he suggestSthat
certain categories are determined only by surface structure
sequence, for instance he suggests the structure, ‘n, j, 1,
k, 4, t, for '‘qualifiers' of the 'head' noun where the six
symbols represent nominal, adjective, numeral, rank shilted,

deictic, and post deictic gualifiers respectively. Thus

T Bamgboge (1966: 5).

o

“ It appears he found the definition of categories usc
gignificant that he had to emnphasizne the pPinPLple ¢
a bad definition is better than no definition’, (p.%)

S0
L nae

\..»'r}' m_,
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Bamgboge had six 'sequence determined secondary g}ements of
structure',1 in the ''nominal group"2. Having listed the
surface structure sequence of the six secandary elements of -
structure, he was able to give definitions like this: 'the
class of words operation at g ié deictic' . and 'the class
of words operation at j is adjective'B. This second technic
of definition fails to satisfy what Chomsky described as the
condition of ‘descriptive ezu:lf_equac;;;r'l‘L since no reason or explsa-
nation is given to show why the numerals are not adjectives
or.vice versa, It appears that Bamgboge's 'numerals' are
indistinguishable from his 'adjectives'., He has several
examples where he analyses what he calls 'numerals' as
'adjectives' although the two classes (i.e. numeral and
adjective) are 'Sequence determined'. In effect, this second
technique of definition is inadequate, and it seems the only
Justification for it isﬂéhe statement quoted earlier: 'A bad
definition is better then no definition'. Our definition

here will generally refer to the theoretical framework we are
us ing unless we use terms in peculiar ways, then we shall

give our own definitions of the terms we use.

The sentence is what is ultimately dominated by a
8 node in the tree structure of a phrase structure grammar

(where pnode, 8, iree, dominated, and phrase structure have

their conventional interpretations in transformational grammar).
Bamgboge divided the Sentence into (i) 'the single sentence

structures (11) the complete sentence structure,6 and (iii)

Bamgboge (1966: 99).
Bamgboge (1966: 98),
Bamgboge (1966:11L.).
Chomsky (1955: Cihiapter 1).
Bamgbose (1966:112),
Bamgboge (1966: 28).

(ORI IR SN R B
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the compound sentence structure; Bamgbo§e's grammar will be,

in transformational grammar, one in which no other sentence

is embedded.
Exanples: ~

(27) Omokimrin yen ylo l¢ sI ilé wa

(poy that will go to our house)

'"That boy will go to our house'.
This proves, heyond reasonably doubt, that 'single sentence
structure® is an 'S' which contains no internal occurrence
of another 'S' node. The internal structure of an 'S' is
usually NP, VP, where VP (i.e. Verb Phrase) may be rewritten
as V, NP or V alone, or V, NP,PP etc. This contrasts with
Bamgboge's analysis where the NP object of the NP dominated
by the VP is absent. Afglayan(196§L has correctly pointed
out . that Bamgboge s SPA analysis is not adeguate for the

Yortbs Language since Yorﬁbd actually has surface structure

objects.

A complex sentence is one in which some sentences
are dominated by non-sentential elements like ADV (adverb),

NP (noun phrase) etc.

Example: -

oo e
M\W e

3 ~ - omekunrin yen yio lo si ilé wa

niIghh € " DA 1o Tan

(at time which we happen go finish, boy that will go to our

house), ‘When we are gone, that boy will go to our house',
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A compound sentence structure is one in which one S node

dominates directly more than one 8 node (and thé dominated S

nodes are linked by linking elements lmown as conjunctions)o
h
The paren&gsis is unnecessary since the direct dominance of

more than one S by an S often invelves the occurrence of at

least one linking element "in underlying representation, e.g.
S+ and 8. Moreover, as one can see later, in this work,
not all these linking elements will be represented in surface
structure representations: e.g.
(29) Qxdnrin yen yfo 1o sf ¢Ja dun yfo si ra dbe kan nibd
(man that will go to market he will conj. buy
' knife one there)

'"That man will go to the market and he will buy
a knife there'.

(30) Okdnrin yen yfo 1o sf oju ogun sdghdén k& ni padd
{man that will go to the face war, bubt not have

to return)
'"That man will go to the battlefield but he will

never come back alive'.
(31) s M"mwdgﬁ S Conj 8
'~ But a complex sentence is derived through rules
like in (21) and (22) above.

(32) 8 ———— ADV S

(33) ADV ——— 8

Note that when S is directly dominated by AV as in
(33), it is often preceded by an adverbial formative like ni
1gba 1 (at time which, when) nf ibi LI (at place which)
where, £l or bi '4f' bl 6 tilé J6 pé (If it even is that)

'although' etec, eece If 8 13 dominated directly by NP,
it could be preceded by elements like pé ‘'that' etc., (See

Chapter V below).
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There are more involved structures where compound

setences occur within complex sentences or vice versa. Since
examples of such involved structures w ill be used later when
we examine the relative and other structures, we shall just

give two examples now.

(34) Okunrin yfn lo sf oko wa Idna, stigtxjn k& gbin
&gb&do ti a ftin un.
(Man that go to farm our yesterday, but not plant
maize which we give him).
fThat man went to our farm yesterday, but he did
not plant the maize which we gave him5.

We can represent (34) by the tree diagram (35).

(33)
CONJ
NP ADV shgbdn okunrin yen "1. VP
okhnrin 19 si
yen 1 oko wa NIIEG NP

&gb&do j a fun
oklinrin
yen 1

ni ctgb&do
j

Where items with the same index are coreferential e.g. the

three instances of okftnrin yen 1 and the two &gbf£do j in (35).
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In (35) the conjoined sentences occur immediately

below the topmost S while the embedded sentence occurs

towards the end of the tree diagram.

However, it is possible for conjoined sentences to
occur within a complex sentence i.e. not immediately dominated

by the 8 node which is the topmost element in PS trees.
Example:

(36) ilé yin ni mo ti rf okimrin tf 6 1o si oko wa, tf

kd gbin aghbddo wa, tf kd b4 wa kd kdké wa, sighdn t1 6 £i il4
wa fan agbdrin j§s1 (house your is I have see man which he go
to farm our, which.not plant maslze our, which not for us pluck
cocoa our, but which he give okro our give deer ea“t')go

'It is in your house that I saw the man who went to
our.farm, who did not plant our maize, and did not help us to

pluck our cocoa, but who used our okro to feed some deer,"

In (36) there are four conjoined sentences, each
‘modifying' or saying something about oktnrin 'man' an

Y
e B

element of a higher sentence in tree-structure.

Structure like (36) cannot be described by Bamgboge's
- grammar since he defined a 'complex sentence'.as one which
consists of an £ preceded by one or more 5’ 'S' where I
is defined as "the free clause element' i.e. (one S not

dominated by categories like ADV, NP etc.) While a (3 is

' In (36) we indicated the & Clause of Bamgboge (1966: 28),
by & single under score and we use a double underscore to

mark the first part of the @& Clause, Actually, the rest
of the sentence is a part of the s~ Clause, since the four
relativized sentences that follow the underlined parts of
(36) modiry ¢klnrin ‘man' (and could be treated as ‘rank-
shifted clauses™ in Bamgboge's framework).

This item "fi ... fUn is discontinous, It is Synonymous with
fun 'to givef hence we literally gloss it as (give .... give).
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dérined as ‘the dependent clause element (i.e. one S
gtructure that is dominated by non-sentential eléments

like ADV etc.). Since his dependent clause element must
precede his free clause element, his grammar can only account
ror B & BB

4
4 + @ g~ - structures and not o @
structwre. Ience,; his grammar can produce:

-t\

(37) nkan t3 ¢ so yen 06to ni. |
trut): is thing that you say
Yihat you say is true or what you say is the truth'.
Note that the ‘dependent clause element' (i.e. nkan

¢ ¢ so ypn) in (37) contains a noun nkan ‘thing' a relative
clause marker 35 ‘which® which becomes té through a vowel
gsglmilation and a sentence, the underlying form of which will
look like e _go_nkan ven (you say thing that) 'you said
that thing'. It is a perfect example of a S dominated by NP
in tree strucﬁure? and aﬁ gome stage during its derivational

history, it is likely to have a rule like:

(38) NP2 K RM 8 (where RM is a relative

marker).

24701 HBome Genairal Sentence Types,

The Yorubs sentence types are worth mentioning at
this stage. They are the 'declarative', "the interrogative'
and 'the imperative°a These three types which are recognized
in transformational grammar are correct for Yorlb4a. Since we
do not use any of those terms (e.g. 'declarative') in any
senge that is different from its eonventional usage and inter-

pretation, 1t will be superflous to hunt for language specific

1 Bamgbose (1966: 28). His transcription is retained,
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definitions of such terms. They actually belong to the theory

wi thin which we work.

All the sentences We‘have provided so far _ are
examples of declarative sentences, For the interrogaﬁive
sentence, some question words are used in the surface Sene-
tences e.g. nj¢ and g€ initially in sentence structure with
bf and pden finally. The guestion word will be represented as

Q¥ (Question word) in the literal translation of examples

here e.g,

(39) Nje okinrin yen lo si oko wa 1léna ?

(LO) 86 oklmrin yen 1o si oko wa ldna ¢

both (39) and (40) are (QW man that go to farm our yesterday)

'Did that man go to our farm yesterday ?°'

(41) okitmrin yen 1o sf oko wa Léna bl 9
(42) okdnrin yen 1o si oko wa l4na ndan ?

both (41) and (42) are (man that go to farm our yesterday QW)
'Did that man go to our farm yesterday '

The interrogative can also be realized through a tag1 Ceflo

(43) Okdnrin yen lo sf oko wa 14na, tabi kd 1o 9
(Man that go to farm our yesterday, or not go)
"that men went to our farm yesterday, didn't he ?°
A sentence of declarative structure generally functions in
utterance as a statement, But when declarative sentences
occur on'high registers, they usually function as questions.
lowever, both statements and questions are found on high or

low registers in Yordb4 so that the surface structure realiza-

In English, & guestion tag does not necessarily require an
angwer, invariably it requires a sort of reaction fromn the
listener, but in Yorib& it requires an answer,
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tion of wnderlying sentences having the declarative siructure
could amblizuously represent statements and guestions when

taken oult of contexts, Bamghose observed:

"It is observed in the text, however, that both
statements and questions oceur on‘normal ag well as high
registers., Tt is dilificult to say accurately whether an
affirmative clause is a statement of & question if it is

. . . 1
heaprd in isclation.

It seems that ambiguity between statement and
questions is a surface structare phonomenon since surface
structure questions and surface structure statements would
normally have different underlying representations., If we
adopt ROSS“32 suggestion ‘that every deep structure contains
one and only one performative sentence as its highest clause',

we zan use the differencés between the underlying performasives

for statenents and questions to handle such surface ambiguities.
The Tmperative Structures like:
(L)  Dide ‘*Stand up'

(45). Fon mi nf owé yen (give me (Trf) money that)
give me that money.
The imperative is a prohibition when it occurs
in the negative e.g. in:

(46) 14 n mi nf owéd yen (don't give me Trf money that)
Ydo not give me that money'.

2.1.2 Derivational Morphology in Syntax

Chensky concluded the Aspéects with an ironical verd

e N ]

phrase ‘remains an open question'. This sums up many of the

B AT S PUTES AT A T AR TG S Y £ AT
i}

Bamgboge (1966:  .5L),

p

Ross (1970: .261),

Ay~
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crucial syntactic discussions in the book. Whe?e Choia ky
has not explicitly kept some guestions open, it is easy to
f£ind certain locutions that can be interpreted as ways of
keeping the questions open: énd where such locutlons cannot
be found, post Aspects geqerativedliterature has reopened
several toplcs from Aspects. Without reopening any of the
open questions already mentioned in the preceeding chapter
€.8. autonomous level of thé syntactic deep structure, and
while lgnoring other equally significant problems e.g. the
centrality of syntax, the problem of selectional restrictions
and the syntactic relevance of case cabegories, and finglly
the filtering power of transformations, we shall reopen the
question of derivational morphology with gpecial reference to
Yoribd nominalization, and suggest that more than one duplica-
tion is inevitable in Yoribd syntactic structure if the contro-
versisl requirement that.lexical insertion takes place in

block makes us list certain classes of derived nominals in

the lexicon.,

The listing of derived nominals in the lexicon is
symptomatic of restrictive conditions on rules which were

stated in Aspects as:

(L7) (a) "Once a subcategorization rule has applied
to a certain category symbol ¢~ no branching
rule can apply to any of the symbols that

are derived from = !,

The restrictive condition represented as (L7) (a)

als¢o ogours as:

(b) ‘“once a subcategorization rule has applied

T Chomsky (1965:  142).
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S _
to form a complex symbol >~ , , no branching

rule can later apply to 4i,ﬂ4 "10

The implication of ﬁbndition (L7) (a), is that
derivational morphology is prohibited in syntax. Since
branching rules2 will Dbe needed for deriving 'horrid' and
"horrify' from horror etc, such derivations must not take
place because complex symbols like (+ N), (+ Common), and
(~ Count) must have been derived from the category symbol N
the ough Subcategoriéation rules before getting the root
'horror', and once the first subcategorization rules have
applied, no branching rule can apply. Hence all derived
lexical items must be listed in the lexicon. The main
reason for listing them is that they are quasi~-productive and
besides, they will compiicate'the transformational subcomponent
of the grammar. At this stsge, we may say that a branching
rule with a categorial symbol 1like NP, V, N, VP, etc. occurs
on the right hand side of the rewriting arrow —> e.g.

g ~—> NP, VP, Note that one type of branching rule excluded
by condition{1)is; Personal Name mwm%} S or Personal Name
NP, Since the personal name will be specified as the feature

complex (or complex symbol /+ N/ - Common - Count + Human).

Chomsky(1965: 113). The earlier form of this condition will

be the preferred one here for notational reasons, Since we
have already used the symbol S  for the syntactic structures
(PL ... Pr) of transformational gramnar we should refrain

from using the same symbol for ‘Complex' Symbols'. Since

(47) (a) and (b) are different ways of stating the same
condltion, this notational preference creates no differences
in emgfical conseguences, .

hel

See Chomsky (1965: §12) for branch rules which are
rewritten rules of the categorial subcomponent in gramuar.
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No branching rule can develop S or NP from such
features by condition(j}. A subcategorization rule on the
other hand has complex symbols or sets of specified syntactic
features on the right of the rewriting symbol (which is still
an arrow in Aspects). Hence a subcategorlzatlon rule "forms

or extends a complex symbol". !

The position represented by condition (1) was
however recognised as being too severe: "This restriction
may be a& bit too severe, and we must apparently weaken it
s1lightly" (Chomsky 1965: 112). This weakening took place
later when the restriction was stated to Yhold only above
the level of the word' (p.189). However, this weakening of
Condition (L7), was reserved by the establishment of the
‘lexicalist hypothesis. The lexicalist hypothesis which was
gtated earlier will be repeated here for convenience as
Condition(ﬁ@} It implies that 'derived nominals' as opposed

to 'gerundive nominals' must be entered in the lexicon,

See Chomsky (1965: 1412) for the definition of branching and
subcategorization rules. The problems of the use of the
rules to derive related iltems Like horror horrid horrify
terror (*terrid) terrify: Q@nd%f candid (*Candify):
telegram phonography gramophoned, etc' are discussed in
Chomsky 1965: 186~9, It seems the syntactic and semantic
idiosyncracies of the English derived nominals which were
discussed by Chomsky and by Stockwell et al could make the
lexicalists proposal adrissible for English. The problems
of semantic I1diosyncracies actually exist for a few Yorubé
derived nonnnal groups, €.g. Faivivdé = Li-divi-wé (take
chest crawl) tsmuggling' where ‘the semantic content of the
derived Laivéw¢ is not a summation of the derivation, but
on the gquestion of productlety, The derived nominal groups
discussed are unlike those in English.

In this work we are not actually disproving the lexicalist
hypothesis generally bul sugpgesting that there is no resson
to draw share distinction which Chomsky and the lexicalists
did for gerundive and derived nominals, (see Jacobs and
Rosenbaun1(1070 187) .
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(48) 'We might extend the base rule to accommodate
the derived nominal dirvectly (I will refer to
this as the "lexicalist position"), thus simpli-
fying the transformational component: or, alterna-~
tively, we might simﬁlify the base structures,
excluding these.forms, and derive them by some

extension or the transformational apparatus' (the

"Trensformationalist position').

The main suggestion in Chomsky's lexicalist paper was that

a lexicalist framework (involving a list in the lexicon)

could be proposed for 'derived' nominal groups while the
transformationalist position could be adopted for gerundive
nominals,1 slnce there exist three principal differences
between gerundive nominals and derived nominals which justify
the solution. The first basic difference concerns the matter
of productivity where "tﬁe transformation thaet gives gerundive
nominals applies quite freely ... but there are ... many
restrictions on the formation of derived nominals." Ca the
productivity questions, the Yortbhd examples to he examined
here fail to justify Chomsky's separate treatment for gerundive
nominals and non gerundive nominals, The second main diffe-
rence deals with the 'idiosyncratic character of the relation
between gerundive and derived nominals and the associated
Vevb’,2 and the third principal difference between gerundive
and derived nominals is that "Only the latter have the

internal structure of noun phrases, through their occurrence

In the last paragresphs of the lexicalist vaper (Chomsky 1970
214~5), the discussion was extended to nominals of a thlrd
group with some peculiar properties c.g. 'The growing of
tomatoes' which Chomsky Lebelled ‘The "Hixed" form', p.215.
The lexicalist soluticn was half heartedly proposed oy the
mixed forms. Later in this work, the term derived nominal
group will be used to include gerundive ncninals also,

Chomsky (41970: 188),

8]
LY




f .78
with the full range of determiners, their ability to
plurelize, their inability to contain aspect" etc. However,
in Yordbd language, as we shall soon see, there is no special
class of gerundive nominal dér;vational processes,they are
not always clearly distinguishablé from the derivations of
other forms of derived noﬁinals e.g. the 41 + VP or (a1 + V)
nominalization which derives bofh negative factive nominals
and negative abstract nouné as in:

(49) (a) aisdn fact of "not sleeping' or 'wake keeping'
from gin to sleep'.

(b) Alldsin fact of 'not being able to sleep’
or sleeplessness' from 18 sin 'can sleep’

and
(c) 2ienéran fact of not obeying 'disobedience’
from ghéradn to obey.
Thus, the anti-lexicalist suggestions we make for
Yordbd derived nominals (where derived nominals include
gerundive nominals) are based on very productive syntactic
derivational processes. And besides, it has even been
observed by linguists that similar productive derivational
processes could be found in several West African languages
and in a number of American Indian languages, that the
majority of nouns appear to be derived from verbs by means of

productive syntactic processes.

In all, we examine seven sources of nominalization
viz: dinfinitival, Gerundive, Factive, Non-Factive, Personal
and Place naanes, Ideophones, and Nominal compounding. Note
that each of these has its own subgroups, that is, infinitival,
for exanmple, has Purpose Nominalization, Non-Purpose Nominali-

zation etc., -(See Table of Contents above).
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In this study the following assumptions are made
(a) That the English examples used by Chomsky for the
discussion of derivational morphology at wérd level in the
Aspects and for the 'derived nominals' of the lexicalist
paper are quasi-productive and so could have justified the
imposi tion of condition(ﬁj(p.B* above). But then the Yordbd
examples that will be discussed here, like Chomsky's gerundive
nominals in the lexicalist @aper are very productive, and are
covercd by generalizatlons used elsewhere in YorUbid grammar
for the nominalization of sentences. (b) That although it
is sometimes posslible to choose between complicating the
base or complicating the transformational subcomponent while
working with Chomsky's English examples in the lexicalists
paper; in the Yordib4 examples here it is only possible to
choose between complicating the base or not complicating it,
and neither choice Peducés the burden on the transformationgl

sub-component,

Note that the pure syntactic rules like deletion
and adjunction will be needed even f&r the deriveation of
derived nominals though this is not mentioned as one of our
agsump tions now since the fact provided independent evidence
against the use of lexicalist framework for Yorlb4d nominaliza-
tion derivational nmorphology. It seems we shall uvltimately
arvive at the conclusion thaﬁ there is no possibility of a
solution within the standard theory framework (lexicalist)
that could be used to prevent the duplication o purely
syntactic transformations in the.lexicon (i.e., between P1 and
Pi) and in the transformational subcomponent of the syntactic

compovnent {(i.e. between Pl and Pn for Yordbd nominslization

derivational morphology). The argunents that will lead to this

conclusion will be advanced in Chapter VII,
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CHAPTER III

3.0.0 INPINIT IVATI NOMINALIZATI ON-

The infinitives are taken to be the secondary
consequence of several distinct processes, which have the
effect of leaving the subject of the embedded sentence
dangling. Infinitives occur regularly when the subject of
an embedded sentence is removed by a transformation or when
it is raised into the superordinate clause, and the Vp is
simultaneously daughter - adjoined to the right of the Vp of

the higher sentence.

The subject of the contained sentence can be deleted
under identity with a noun phrase in the containing sentence,

that is, Equi - NP Deletion rule.

1 2 3 h
-1 - 2+ -k - Y
Conditions i. X Y variables

2. 3 is erased and the relic
is sister~adjoined to 2.

Mo fe P 1?
(1 want P go
*1 want to go1

the logical structure of which is represented as (2).

Where R represents the relic of the deleted NP.



Mo mo lo

Notice that the subject of S1, that is, the embedded sentence,
is deleted under identity with the subject of So, the matrix
sentence. Then the S1 gets pruned, and the VP becomes an
infinitive which is sister-adjoined to the right of the VP

of the higher 8§ as witnessed by (3) below:

(3)

Mo t 36
(X wan t £
' want to

(see Chapter V below for the length of the verb fd).

The second way, as mentioned above, is by raising
the subject of the embedded sentence, and at the same time

the VP is daughter-adjoined to the right of the VP of the

higher sentence.
Rule 3. Subject Raising

Raise the subject of the contained sentence to make it the

object of the containing sentence. Then change the subjective
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to objective pronominal.,

Consider: ~
(4) Ade  fa mi 19 |
(Adé  pull  me. go)
'Ade made me  go' '

in which the subject of ig is raised to become the object of
the verb of the containing sentence. Sentence (4) is repre-

sented in the logical structure as (5),

) M ,,..,»o-"”“ﬂ .
N \\ng\
B -’/"" ""m\‘\% )
v NP
S
S
NB VP
Acs fa mo 1¢
Adé made me - go

" The Verbs which trigger the infinitive formation
as in (3) in the language are listed, among othérs, in Ward
(1952: 116) as 'verbal combinations where a long vowel occurs
when certain verbs are immedistely followed by another verb ...

in every case the lengthening is on the high tone, and would

therefore correspond to the reduplicated form which is the
noun'. Bamgboge (1966: 76-7) attributes the occurrence of
the phenomenon 1o ‘the high tone nature of assimilation of
the original verbal prefix f. Rowlands (1969: 67) takes more

or less the view already expressed by VWard, thal is, 'the

extra length given to the vowel in these cases is best

regarded as really a prefix of an infinitive form'.
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Bamgbose (%971: 77) spparently takes the syllable to be a
prefix, he concludes 'the non-occurrence of high tone
junction after the verbs can simply‘be-expléined by the fact
that such verbs cannot occur 5efore the infinitive, the
assimilation of the prefix admits no exception'. Awobuluyi
(1967: 139) proposes the following frame for the A-verbs (we

shall present the classification later in this section).

oA 8 A 142t =5 NML (ti) NC A=Y
and for the B-verbs tp.129) he proposes the following frame:

"marked [+ =--- NML (ti) NC_/ in the lexicon",

There are a number of reasons to doubt, at a very
high level of abstraction the appropriateness of the conclu-

sions of the aforementioned scholars - at varying degrees.

Notice that all (the scholars) but one, base their
conclusions on phonological evidence alone,Aand this of course

1s a surface level property. As far as that goes they are

correct,

Professor Awobuluyi, who presents his argument on
a syntactic basis has to formulate five rules for reducing
conjoined sentences into complement structures,our conclusion
is that only one rule is required as we shall soon demonstrate.
Professor Bamgboge on the other hand makes us believe that
'verbs take prefixes to become verbg', which is contrary to
the normal theory of Yorlbd word formation, because prefixa-
tion leads naturally to ndminalization in the majority of,

if not in &ll, cases.

There are two types of infinitives in the Yoridbd
language, first, there are those with overt marker 14ti

(nf/1£ + &ti) or ati ? (& + ti) and the second, those
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with high tone lengthened vowel preceding them., It is quite
obvious that 14ti is a compound whether ati is a compound
consisting of (& + ti) is not clear.1 However, it is
observed that the extra vowel and 14ti 'to' are mutually
exclusive as they occur in the éame position in the surface

structure configuration in the language.

We present the table of the verbs which trigger the -
infinitives according to the.authors mentioned above (for

Abraham's extra see below the table).

(6) Awobuluyi Bamgboge Ward Rowlands Abrahan
(1970:29-38) |(1966:76=77)](1952:116) | (1969:101)| (1958: xxvi)
be¢re (si) to startg
' begin to v v -
t6 'to be enough' 4 v
se 'to be possible’ v -

t t
ot 150 rave -
md 'to know' :; '
dtn 'to be sweet' o
vé '"to stop'

NEGNNEY

cult’ : N

wld 'to pleaée'

§
i
i

| e
gdro 'to be diffi- -/

siwé "to stop'

k¢ 'to learn' - - - -
kd 'a verb in

greeting' - : - - -
si "to tire' - - - -

pé 'to be late!' -
v& 'to be quiclk’

- s -

gé 'to tire' ' -
wd "to come' - : - «/ -
1o 'to go J
ddra 'to be good' .

1

See Chapter IV on copjunction / c¢f. Awobuluyi (Forthcoming)
eand Rowlands (1969)_7.
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Abraham has on his list the following: bd and 4d:
bd 'of emerging', '
as in:
(a) 0 sese M dide b
'He's beginning to make his way in the world'.
(p) ad  "to strive'
A du u epo ra
'We struggled to buy oil'.
The following are the list of verbs with which 14ti

cooccurs, alternating with the high tone syllable:

(7) Growp. A Group B
pé 'to be late' fé 'to want'
v& ‘'to be quick! bere (si) 'to begin (to)'
t6  'to be ready/enough' dékun 'to refrain'
se 'to be possible' nf 'to have'
ddn 'to be easy/sweet’ siwé 'to stop'
sdro 'to be difficult' y6 'to sneak out’
84 NP 'to bug NP! k6 'to learn'

wi NP *to appeal to NP! w4 'to come'

7€ NP 'to be clear to NP!

rorim  'to be easy'

gd ‘'to be stupid'.

These are the verbs that are claimed to induce a
high tone syllable between them and the following infinitives.
Notice that some of them are compounds and also that A-verbs
correspond to the intransitive subject - embedding verbs in
the language, Many, though not all of them take inanimate
deep subjects and always cooccur with the inanimate pronoun

6 "it'. Most of the verbs are factive and emotive (see

Chapter V below).

The group B verbs invariably have animate deep

structure subjects, as opposed to the group A verbs, they are
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transitive object embedding verbs. They do not cooccur with
. the insnimate pronoun € 'it'., They are mostly non-factive

and non-emotive verbs (see Chapter V),

Notice that they are all Equi-NP-Deletion verbs
which almost at all times gllow obsectuto-object raising or
embedded object del etion under identity. In the diagrams
that follow we leave out detgils about the matrix sentence

and concentrate on the embedded sentence because it is the

source of the infinifive. Consider:

(8) Ponké k6 obd 88

. ®

(Funké learn stew cook)
'Flinké learns how to cook stew',
It should be noted that Ob® ‘stew' originates from the object
position of the contained sentence as witnessed by the logical

structure represented as (9).

(9) | ’//&‘Q\\

Ny | Ty

M"/\
v S
J:? P
NﬁrzﬁA‘f "
Prog.
( N
Fink¢ k¢ - Finké o se  obg
Finké learn Minké ~ing cook stew.

- Then Equi-NP-Deletion will delete the second occur-
rence of Minké while objecti~-raising will move the object of
the contained sentence, that is, ob® 'stew' to the right of
the containing sentence. Cbnsider:

(10) # Pinké k¢ obe 1M s&

Fink¢ learn stew -ing cook.
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To convert (10) into (41)
(11) » Fanké k6 obé s&  (Iinké learn stew cook)
the progressive marker would have to be deleted by the

progressive marker deletion rule, that is:

Rule L: Progressive Marker @eletion
oDy X - 1 - 2 - 3 - n - Y =
s€: X - 1 - 2 - 3 - ¢ -~ X
' Condition = X -~ Y wvariables

it should be noted that the vacuum created by the deletion of
the progressive marker cannot be left unoccupied without
makingrthe sentence ungrammatical, hence (11) above. It is
the relic of this marker that induces the presence in the
surface structure of the high tone syllable, which the earlier

analyses could not account for,

As observed earlier -in this section, 'l4ti/iti' 'to' is
concelved of as inserted element in the surface structure,
which 1s obligatorily introduced to replsce the progressive
marker in the deep structures of complement sentences, just
as the case of the high tone syllable discussed in the
preceding paragraphs. It is introduced either after Equi-NP-
Deletion rule or Raising has applied. It should be noted that
in cases where 'lati/ati' does not replace the progressive
element, the progressive marker occurs in the surface struc-
ture configuration of the infinitives, Notice that the high
tone is the assimilated relic of the progressive marker, which
is alwgys present in the deep structure of the contained
sentence according to this analysis. Cons ider:

(iz) Adé £é & 1o oko

Adé went & 1 oko
f Ade want/~s-ed to go the farm,

O

which is represented as (13).
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Add AUX NP
Add warit-
Prog.
lo oko
ing go farm

Notice that Yordbd does not have an overt present
tense marker instead Yorubd has a malrker for the progressive

(or continuous) tense. Notice that the contained sentence in
(13) cannot he interpreted to convey the meaning that the

action of going is accomplished.

« After the Equi-NP-Deletion rule has applied to (13)
the S1-node is pruned (Ross 1967) and the remaining VP is
daughter-adjoined to the right of the higher VP. The auxiliary
node is replaced hy either arelic of a progressive element
with no tensing property, or 1dti replaces it altogether

thereby rendering the verh nonfinite.

The A-verhs present a not altogether different

situation as we shall soon demonstrate. Consider:

(1U) Iwd di\n iln« k&
(Book sv/eet to read)
IBook is easy to read1

i.e. 1t is easy to read a hook1

which is represented in the deep structure as (15).



dun
(is) easy

AUX NP
Pr.og
(Pro) k&
-ing read

O mitting many details, the process of derivation is as follows:
the agent of reading is not specified, hence, it is represented
as a NP. Note that diin as a factive predicate induced
extraposition optionally.. Tne embedded verb is postposed to
the higher verb, the auxiliary node is erased and Idti or

the high tone replaces it.

First we get sentence (16).

(16)

fPro 7 diim

/PANi«7
Either of two things could happen to this structure, first,
the subject takes a pronoun with the feature specification
Z~MIMATEJand 1& ti/& ti is inserted to derive (17).

(17) 6 dhn [& ti k& iwd
It is easy to read a book
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or the subject is specified by preposing the object to the

subject position. -~

Rule B: Object Freposing.

8D: X - NP - V -~ 18ti - V - NP - Y
1 .2 14ti - 3 - L =¥
sC; X - L4 2 () 3 - Y
(14t1)

Conditlons: 1 is an unspecified agent which is
deleted for the infinitive to tk
take place,

Consider:

(18) Iwe dtn gfgtgg K&

'‘Book is easy to read'

Notice that out of the group B verb bérési can be morphologically
broken down to bdré + si because the meaning of bdrd is

included in bdrdsi. Consider the following:

(19) 03¢ Erd isé 14na
(036 start work in yesterday)
'0j6 started work  yesterday'
(20) 036 bére si 1 se isé
(036 stert to  do work)
e

'0jo started  working'.

In (20) berd and si are broken down morphologically meaning
'to start' 'begin' and 'to' 'into' 'towards' respectively.

Both have a deep structure realization as (21).

T Phe Yortbd sentences (19) anda (20) function in the same
discourse as having the same meaning.
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(21)

Jov

NP
Pre
KP AUX
NP
Prog.
'0j<5' berd si M™Mj6 se
3.0.1 Purpose tycmin a li sat ion

The 'pre-infinitive 1 verbs "behave in a curious
manner. They occur in many constructions that make it easy
for one to mistake them for instances of other constructions
in the language in a variety of ways. The purpose construc-

tion is such a case, because in Yorubd, just as in English

it may or may not take the complementizer Id ti 'to 1. In
English the full complementizer for the purpose clauses is
'in order to'. Yorftbd on the other hand uses only Idti 'to'

for both the infinitives and the purpose clauses. Consider

the following:

(22) rin 16 < ra isu nl 0j&
'Old walked to the market in order to buy yams’

(23) Ad6 gd igi (la ti)

Ad6 cut wood to sell
(21) Add vA mi w&

(Add visit me come)

'Ade came in order to visit me
It is possible to claim that there aretwopurpose clauses in

(22), that is.J
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(a) 014 rin  14ti 10 si 03
'0Olu walked in order to go to the market'

(p) o1a 1o sl 0ja  14ti, ra isu

'01u went to the market in order to buy yams',
The possibility of regarding (a) as a purpose clause depends
on whether or not both walking and going are considered as a

unit of action or two entities, one leading to another,

The folloving deep. structure is proposed for (23)

(25) _ So .

NF’”"”/’wﬂk\\\\“VP

ﬁP""‘jj?“\\\\\\\
NP \ vp
AUX ///\\\\
v NP
Adé . gé igi Prog
L Adé cut  wood
Adé ﬁ1 ta  igi

Ade -~ing sell wood.

1 one can argue that the fature marker yfo 4 ¢ ‘'will/shall
can take the place of the progressive element in the tree
diagram to give the sentence:

(a) Adé ge igi AdS ylo/6/4 ta igi
Adé cut wood Adé will/shall sell wood.
Thls is quite possible if and only if the actions of cutting
and selling are for one specific occasion. This analysis

a]so permlts the occurrence of the past tense marker ti
'already', consider:

(b) 010 ge igi 614 ti ta igi
SOlﬁ cut wood O1l¥ already sell wood)
016G cut wood OlG has already sold the wood',
However, (2;) takes O0ld as a habhitual wood cutter/seller
that is,

gé - igi - ta 'agent~cut-wood-sell' prof6851onally'
(See 7.02 (1) bclow? hence our choice of the progressive

marker., Notice that the habitual and the progressive markers
can cocceur in sentences. Consider:
(e¢) O014¥ gé igi 014 mda d ta igi

: (01§ cut wood 014 habituslly -ing sell wood)
! 'O0lu cuts and sells wood'.

Contd. on following page...
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N&tice that two rules apply to (25) to derive (23). Since
the embedded subject is corceferential to the high subject it
is deleted by Equi-NP-Deletion rule and the subject is thus
reduced to an infinitive. A similer deletion rule deletes
the contained object since it is coreferential to the object
of the matrix sentence. It should be noted however, that both
Equi-NP-Deletion and Object deletion rules apply quite exten-
sively in the langusage. Noté also that bhoth are governed by
the matrix verb. It is observed that immediately the Egui-NP-
Deletion rule applies, the contained sentence which is thus
infinitivalized tekes on the infinitive complementizer 14ti
'to!' to derive (26).
(26) Adé  gé igi  (14ti)  ta igl
(Ade cut wood to sell  wood)

after object deletion it becomes

(27)  Aae gé | igi (16%1) ta.
The basic claim made by (25) is that essentielly, it is not
any different from a complement structure as the logical
structure is concerned. However, it is the matrix verb that

determines whether an embedded sentence is purposive, factive

Footnote (1) continued from previous Page ...

Notice also that the occurrence of either makes no difference
in the Yortb4 sentences (d) and (e).

(a) Orv gé igi 010 méa & igi
QOIﬁ cut wood 01¢ habituslly sell wood)
Olu cuts and sells wood'.

(e) OLd gé igl 010 B ta igi
(014 cuts wood 014 ~ing sell wood)
'Olu cuts end SelLs‘xomu .

See the next section for details on the cooccurrence of the
habitual and progressive mavkers.
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or emotive, In any case, there are some verbs which hehave
ambiguously as to whether thelr complements are purposive or
not, Consider:
(28) Mo wA & kI - o
I come to greet you.
This can be purposive or non-purposive, where it is purposive
an adverbial or an object can follow the matrix verb as
witnessed by (29).
(29) Mo w4 ilé 14ti ki o
"I come home to greet you'.
It is quite obvious then that it is the matrix verdb that

determines the type of embedding a sentence has.

3.0.2 Non-Purnosive Constructions.

The main difference between these constructions and
those discussed in the preceding sgection is that these are not
purposive but they are infinitives as the earlier ones referred
to above, However, it is important to note that in non-
purposivé constructions there is no cause and effect relation.
Perhaps this accounts for the reason why the infinitive comple-
mentizer 14ti does not show up in the surface structure confi-
guration as much as it does in the case of purpose clauses.
Even then, in cases where l4ti occurs in the surface structure
configuration of the non-purposive constructions, there is
always the strong tendency ﬁo give them purposive readings.
More of'ten than not, the métrix verb clarifies the situation,
but in some instances sentences méy be ambiguous between
purposive and non-purposive readings, Consider the following:

(30) Mo ‘mﬁfa & ws (non-purposive)

(I prepare to come)
'I came fully ready'.
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(31) Mo mira 14ti w4 (purposive)
‘I was ready to come'.

(32) Ad&  saré ¢ wa (non-purposive)
{Adé run come)

"Adé -~ came running's
'AdS came quickly'

(33) Ad&  sdré 14t1  wd (purposive)
(Ad¢  prun to come)
'Adé ran to be here (on time').

(34) = Adé gba w4
(raé agree come)

%

&

'*Adé agreed come',

A

o

could be deduced from these examples, it will
not be out of place to conclude that the cccurrence or non-
occurrence of 18ti '"to' alone does not determine when a

sentence is purposive or non-purposive.

3.0.3 The Gerundive Structures.

Complementizerg.

In the preceding section, we discussed ;éﬁiééﬁi
as complementizér. Here in this section we discuss other
complementizers that occur in the language. These are four
in all, namelys péki, pé&, ti, kiI. Although the last three
translate as 'that' in English there are semantic differences
among them. The pé - constructions are indicative and are
compareable to English that + indicative constructions., KI -
constructions ave generally indirect requests. It behaves

as the English that + subjunctive!construction.

In terms of functions however, consider the

Following examples:

T A ; \ .
See_Quirk et al (1972: 823) for subjunctive that - clauses
in Znglish, -




(35) ip.é.

(He
'He

(we
'We

(36) kK1

(e
"We

96

(1) declarative
50 pe& wén wé

say that they come)’
said that they came'
(ii) Pactive

md pé ) Lo
know that you go)

know that you went',

(1) Non~factive
ge pataki kI o w4

; do important that you come)

is important that you come'.

(ii1) Desigerative

fé ki e wé
want that you (plur.) come)
want you to come',

(37) Péki: Desiderative

0
(1%
'We

wi wd péki &6 1o
appeal us that he go)
would like him to go'.

(38) LAti 44¢é Xkériva 14ti  ddn4

(Adé hate to break Ffire)
'4dé hates +to cook'.

As far as we know these are all the complementizers we have

in the language.

3.,0.4 The

Target Structure in Gerundive Structures.

This structure is a phenomenon which is of much

interest to wg in what follows in the rest of this section.

Although there are a great many underlying structures, there

are relatively

few surface structures., It appears as if

there is a conspiracy of transformations over a whole deriva-

tion in which

Ttransfornations literally cooperate to transform
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a whole vériety of structures into certain surface configura-
tions. So strong is this 'syntactic conspiracy' that it
affords a rich stylistic device for two major syntactic
categories in Yorubd. These érg a certain restricted

serialized verbal structures1 and the gerundive formation.

Such structural regularities can be recognized in a
grammatical description by characterising the set of transfor-
mations needed to produce these compounds as in (39-40).

(39) eja soisd

fish that is cooking - Verbal Noun
cooked fish - Adjectival Noun.

(L0)  app £ifd -~ Washing clothes - Verbal Noun
washed clothes - Adjectival Noun.

this and other rebated;phamomena will be the focus of this

gection.

3.1.0 The Gerunds

As we have seen in Chapter II the relative marker
t% (for details on 4f see the next Chapter) is translatable

into English, 'that' 'who' 'when' and 'which'.

Strictly speaking it has ho semantic load, 1ﬁ
behaves like 'WH' in all WH words such as relative pronouns

and question words in English.

With this background we can proceed in our analysis
of gerundive structures in Yorlbd. The rule for deriving the

gerundive structure can be formulated thus:

Rule 6: Gerundive Formation Ryle
¢, I = (c, vw (cvw ,..) Vv

T see Awobuluyi, O. (1973) for this type of structures.
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wﬁich we eventually condensed to gi -V, that is, repeat
the initisl consonant of the verb and insert a high tone (I)

between the consonants, e.g.

(L41) 1o - 11lp
~ 'going'.
Notice that in (1.0.1 (2)), we have lexical gerundive structure,

here we deal with clausal gerundive structures. Consider the

following:

(42)  (a) Adé rféran  14ti méa  se  eja
(Adé like to aspect-marker cook fish)
'Ade 1likes to cook fish',

(b) Ad& férdn péki 6 méa se eja
(4d¢ 1like that he aspect-marker-cook fish)
'Ade likes to0 cook fish'.

(¢) Adé féran pé kI a mda se eja
(Ad& 1like that we aspect-marker cook fish)
'Ade 1likes us to cook fish'.

() Agé réran pékxl &nlyin méa se eja
(Adé 1like that people aspect-marker cook fish)
'Ade  like it that people cook fish'.

(e} Aaé réran eja pé ki &nlydn méa s &,
(4dé& Llike fish that people aspect-marker
cook it)
'Adé likes people to be ccoking fish',

(£) Adé féran eja pé ki a méa s& é&. ,
(Adé 1like fish that we aspect-marker cook it)
-YAdé likes us to be cooking fish'.

(g) Adé £éran pé ki eja méa s
(Adé like that fish - aspect-marker cook)
'Adé likes fish to boil',
(n)  Adé £éran eja t1 6 sd
(4dé& like fish which it cook)
'Adé likes fish which is cooked'.
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(1) Adé férén eja tf a s
(Ad8 1like fish which a cooks)
'Adé likes fish which has been cooked'.

(3) Adé f£éran eja t1 oniyin s
(Adé& 1ike fish which people cook)
'Adé likes fish which has been cooked'.

(k) Adé féran "eja ti wén s
(Ad¢ like fish which they cook)
'Ad¢ likes fish which has been cooked',
In the sentences above, &nlyan ‘'people' and wén,
'they' do not refer to any specific persons, they function
like the impersonal pronoun g which is very close to the
Inglish indefinite pronoun gne. In these contexts, a w¢n and
enlydn are interchangeable, but in some other contexts they

are not., Consider the following:

(43) A ko 1wé yI 14ti London
could either mean: P _
(1) 'We wrote this letter from Lénddn'
or (ii) 'This letter was written from/in London',
(W) = 2niyan ko iwé yY 14ti Lénddn
# (people write book this from London).

(45) Wén ko 3Iwé yI 14ti Lo6nddn
(they write book this from London)
'"They wrote this letter from London'.

Notice that in (44) 2nlydn has specific reference and regquires
that we mention the doer. a the impersonal pronoun and
énlyin behave differently under reflexives, but wén pairs
with gglg@& rather than with g the impersonal pronoun, as
shown in the following examples: |

(46) OLG féran pé ki a maa fo aso fUn ara W4

(Olu like that a aspect~marker wash cloth for

. ourselves).
: 018 likes us to wash our clothes ourselves'

'01v likes our clothes washed by us'.




100
(L47) # 01U £¢ran pékl a mda fo agg fun ara win.

(014 1like that a aspect-marker wash clothes for
~ themselves)

#  '014 likes that our clothes are washed by
themselves'

(48) 014 réran péki enlyan mda fo age fiun ara wén.
(014 likes people to wash their clothes themselves)

(4L9) #* Old féran peéki énlydn mda £Q ago fn arawd -
* Olu likes people to wash clothes for ourselves,
e have.aboutvniné different readings for the
sentence (42), {e) and (f) are derived from (d) and (c)
respectively by copying ¢ja 'fish' from its embedded object
position of the matrix sentence, but a pronoun copy is left
behind. (a) and (b) are paraphrases of each other; the only

difference is in the type of complementizer each takes.

The nine readings fall into two major groups. In
one pair of sets (a)-(g) we have the complement readings,

while (h)~(k) give relative clause readings.

The following sentences could be analysed to give

multiple readings like (L2).

(50) 0jé6 k6rira Oko riro
(0j6 hates farm hoeing/hoed)
'0j6é hates hoeing/hoed farm'.

(51) TFinké féran eja j1j6
(Fanké likes fish burning/burnt)
"Finké likes burning/burnt fish',
(52) Bfsf Xkérira ogi 1flo

(Bfsf hates corn grinding/ground)
'Bisi hates grinding/ground corn'.

(53) Finké gbdddn eran  dfndin
(Finké loves meat frying/fried)
"Finké loves frying/fried meat'.
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The following set of sentences allow multiple
readings of a different type. They consistently maintain
two possible gtructures, that is, the gerund occurs freely
in pre~ and post nominal positions with corresponding change
of meaning. Consider the following:
(54) AQé gbdfadn 1i1s gbighd - gbigbd il1&
'Adé likes floor swept clean - sweeping the floor'.

(55) BIsf féran ago TIfd - FIfy agg
'Bisi likes washed clothes - washing clothes'

(56) Finké féran ird pipa - pipa irg
‘Fﬁnk? approves of telling lies = telling 1liest.

Why these sets of sentences end up looking alilke in
the surface structure is what we are goine to examine now.
There are sets of rules to be applied before we can account
for the similarity of both the gerundive and the complement
structures above, There must be something in the nature of
those rules, or in their operation, whicﬁ triggers gerundive
reduplication and thus seals from the surface structures any
trace of the underlying sentences., Furthermore it could be
assumed that there must be something which is responsible for
the complement structures, to encroach upon the position of

the gerundive adjective.

It should he noted that these are two semantically
distinct structures, that is, gerund before noun, and gerun-
dive adjective after the noun, which occur in the same
position in the surface structure configuration. They occur

at the post head nominal position. Consider:

(57) as the deep structure of (L2)(a).
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(57) So

Habit. Prog.

Adé férén Adé méa 1A  se gja

Adé like Adé habitually progressive cook fish.
First, equi-NP deletion applies obligatorily to the second
occurrence of Adé and introduces 14ti obligatorily (i.e.
infinitival substitution) thereby renderirg the structure

into something like (58) below.

(58? NP««?“"”"”ﬂﬁfT““»\v

\,__ . ]
jf\\
1841 AUX v NP

Haﬁf;f\;?bg,

AdE  féran néda 1 se eja.

The derivation in (58) is an intermediate one. The

rule of cooccurrence restriction has to apply. This must take

place in order for (58) to be grammatical., The complementizer

14ti, the habitual mia and the progressive 1 _canncot cooccur in

any acceptable Yorlibad sentence., However, the complementizer

and the habitual aspect can cooccur, Consider:
(59) Adé féran  14ti mda  se  eja.

The complementizer 14ti end the progressive 1

i

!
cannot cooccur as we remarked earlier. Though it does not
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oécur in the surface structure configuration, the progressive
marker is an inddispensable component in the deep'structure a8
its presence or absence makes g semantic difference (see

. Rule U4 above). Consider the following:

(60) Ad& mda se eja  (habitual)
Adé (habitually) cooks fish.

(61) 4Aa¢ 1 se eja (progressive)
(Ad& -ing cook fish)
'Adé is cooking fish'.

3.1.1 Complementizer, Progressive and Habitual larkers.

Sentences (62-68) show the cooccurrence and non-

cooccurrence of the complementigers, the habitusl and the

progresagive markers:

(62) Adé férin 14ti mda se ¢ja (comp. + habit)
(Adé likes to usually cook fish)
'Adé likes to cook fish'.

(63) Adé rér2n péki Ad& méa se eja (comp. + Habit)
(Adé 1like that Ade usually cook fish)
'Ade likes cooking fish always'.

(64) . Adé féran ki AdE mda se eja (comp. + habit)
~ (Adé like that Ade usually cook fish)
'Ade likes cooking fish always'.

(65) * Adé £éradn 14ti mda 1 se eja (comp. -+ Prog. + Habit)
‘ (Adé like to usually -ing cook fish).

(66) * Adé féran pé kI Adé mda 1 se e¢ja (comp. + habit +
- Prog.)
(Adé like that Adé usually -ing cook fish).

(67) * AQS féran 1d4ti 11 se eja (comp, + prog.)
! (Adé like to ~ing cook fish).

(68) * Adé férin pé ki Ad& ¥ se eja (comp. + Prog.)

(Adé like that Adé ~ing cook fish).
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It should be noted that the rules that apply in the
derivation of the sentences in (42) are Bgui-NP Déletion,
object copying, Pronominalization, Pronoun éoPying, Progressive
and Habitual markers deletion. All these deletion rules as
they are known, are not qrdered‘as'ordering is of no conse-
guence to the aspect we aré dealing with at the moment, that
is, gerundive reduplication. Consider:

(69) Adé férdn eja sise

(44é likes fish cooking/cooked)
'Adé likes cooking/cooked fish'.

For convenience we repeat (42)(a) here as (70) to see how

gerundive reduplication is formed,

(70) S

i = _
TS
- é///// Yp
" 1451 AUX ///ﬂ\\\\\
s ‘

NP
| Habit
Adé féran mAa se ela

The infinitival complementizer l4ti and the aspect marker
méa have to be deleted. Up to this stage, we have taken for
granted the presence of the complementizers. The elements
were inserted rather arbitrarily by a complementizer placement
rule under Rosembaun's (1967) analysis. However, Awobuluyi
(1967) has shown that infinitives introduced by e.g. 1ati
'to' are derived automatically when their subjects disappear
either_by deletion or by movement and thaet the formation of
the infinitive is restricted invariably to factive and emotive
verbs. (See Chapter V below). However, this does not explain

the presence of pé kI, pé and kI which we assume to be
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as equally important as lati. Notice that while we do not
need a complementizer placement rule, we actuallé need some
form of complementizer deletion rule which will account for
the deletion of the péki, pé and kI complementizers in the

language.

Now, if 1d4ti is deleted in (70) we have the ungram-

matical (74).
(71) * Adé férin mia se eja.

Again, if the habitual.aspect marker is deleted, (72) results:
(72) * Adé f£éran se eja.

We posit that it is the deletion of the habitusl marker mnda
that triggers the gerundive partial duplication. If after
the deletlon of mda, gerundive partial duplication does not
occur the sentence automatically blocks, However, a very
important senantic inforﬁation to save the formation is the
habitualiness of cooking. Gerundive partial reduplication
thgrefore applies to the verb g& which carries the meaning
of cooking - and then we have c¢f 4+ se = sfse as in

(73) below:
(73) Adé f£éran sise eja.

The final process the gerundivization undergoes is
the gerundive hopping. A native speaker knows the difference
between a sentence that has a gerund to the left of a noun
and one that has a gerundive adjective thet occurs to the

right of the noun. Consider:

(Zu) Noun Gerund Gerund Noun .Noun Gerund Adj.
Eja sise sise eja gja sise
fish coocking cooking fish fish cooked, l.e.

cooked fish,
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"

3.1.2 Distribution of Gerunds,

It is noteworthy that almost all verbs in Yorlb4
can undergo gerundive reduplication. The reduplication can
apply to a single verb as in (75) or to a set of serial verbs

as in (76).

(75) lo - 1flg
to go going..
(76) 4 1> pd -~  Dbiba-1d-pd
'to cohabit with' "cohabitation',
Preservation of information is usually maxintained by gerunds

whether they be the results of derivation from simple verb

or a sebt of serial verbs.

There are at least four broad construction types

where gerunds occur in Yorlbé4, namely:
(a) after prepositions. _
(p) as topicalised predicates,
(c) after verbs of perception, or state.
(d) in factive clefted constructions.

3.1.3 Gerunds After Prepositions

In many languages, including English, any verbal
form after a preposition is invariably a gerund. Yoribi is

not excluded in observing this r»ule, Consider:

(77)  Pi okdn s kika 1iwé rd

(put mind to reading book your)
'‘pay attention to your studies'.

(78)  Fi oj6 s nd fon. dA1aé rd
(put eye to road for coming his)
"Expect hig arriving'.

(79)  ®1i etf sf XIik$ 01K rd
(put ear to teaching teacher your)

f1 - . &
Listen to the teaching of your teacher®,




(80) i ara ba ilé¢ ni wiwa ok
(put body on ground in driving vehicle)
'"PTake care in driving'.

(81) M4 oja t6 isé sise wén
(take face/eye to work doing their)
'Supervise their working'.

(82) i ow$ eFf 1ilo wa
(put hand to going our)

Y4pprove our going (there)'.

310 Gerunds as topicalized predicates.

.

The language has a peculiar copying phenomenon when
it comes to gerund formation. The matrix verb is copied.

This could be a single verb or series of verbs. OConsider:

(83) Difddké ni erin d&ké
(8ilence it is elephant silent)
'It is being silent that the elephant does’.

(84) Pfpa nl mo pa 4
(killing it is I kill it)
"It is the case that I killed it®,

(85) Didin ni 6 dln ni & i bd drd je £
' (being sweet is it sweet thal we habitually with
' friend eat vegetable)
It is being sweet that makes one to partake of

a friend's vegetable®.

3.2.0 Gerund after Verbs of Percenticn or Stateo,

After verbs of perception, an uanderlying predicote

reduces to a gerund as witnessed by the following:

(86) Mo »f  jIjs re .
(I see Yburning/dancing it/she/he)

i

'T saw/it burning, hin/her dsacing'.
(87)  Ho gbé kiké omg na

! (I hear crying child the)

11 ) ' .

I heard the crying of the chilat,
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(88) Mo gb$ rirdn eran
(I hear smell meat frying)

'I smelled frying meat'.

It is observed that most of the gerundive forms
from stative verbs especially predicative adjectives occur

after prepositions as absitract nouns. Cons ider:

(89) Adé m¢ nif Iwdnba ni kikdrd
(Adé 4is in moderate in shortness)
'Ade is moderately short'.

(g0) Adé ju 0j6 ni giga
(Aaé excel 0j6 in tallness)
'Adé is taller than 0j6°.

(91) Adé n¥ t¢ Jije egba nf wo
(Adé also taste eating stick that see)
'Adé also experienced the thrashing',

3.2.1 Gervand in Factive Clefted Congtructions.

The type of the construction involved here is the

equivalent of the English; The fact that S structure.

This is discussed in full in Chepter V. There are two types
involved, they are:
(92) Sfstn tf O sdn kb ddra

(Sleeping that he sleep not good)
'The fact that he sleeps is not proper'.

(93) Liig tf 6 1o d4ra
(going that he go good)
'"he fact that he went is good'.
Notice that Yoriba, like English, has a peculiar
way of turning infinitives into gerunds afiter prepositions.
Exzamples are:

Bnglish: (9L) (1) I decided +to go.
. (i) T decided on going.




109

(95) (i) I forced John to do it.
(ii) | forced John into doing it.

Yorhbd: (96) (i) 0 wvrii mildti 19
(It please me to go)

(It* pleases me to go~*.

(ii) 0 wh mini |Illo
(It please me in going)
fl am enthralled in going

*

This observation further supports our belief in

the existence of a Universal Base Hypothesis (UBH) in

linguistics.
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SHAPTRR IV .

Sawy

L.0.1 CONJUNCTION AND RELATLIVIZATION | .

In this chapter we propose to discuss conjunction
in relation to relativization. These two structures are
very crucial to the present work as we SHail see in the
three chapters that follow in succession. However we do
not intend to dwell too much on conjunction but to discuss

it as briefly as it is relevant to the present study.

Tn Yordbd, as in meny other languages, all con~
Joined sentences contain a number of constituents connected
in the surface structure. It is possible to jJjoin utter-
ances into coordinating sentences with structures involving

. . 1 \ . .
ti, &ti, dun, pdlu, si, all meaning 'and' in various

-congtructions at varying degrees. That is, strictly
speaking they do not constitute free variants as we shall
see later in this section. We can also join ulterances

with conjunctive advsrbials, thus we have bl & ti 1& jé pé

i

"although', ni &hin na "then'. Of all these, ati and sl

are the most freguently used in the language.
We are concerned with the derivation of surface
structures from logical structures by means of conjunction

reduction rules in this section. In Yoruba as well as in

Rowlands(1969: 203) argues that sl 'and' is better
glossed as 'also rather than and’ on the strength of this,
we presune, Awobulidyi (forthcoming) clearly omitted it,
even though he argued in favour of it as a conjunction

in Awobubiyi (1967). However, we make the cleim in this
section that it is betier glossed as 'and' rather than
the overt omisslon,
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in English’conjunctions mainly function in showing parti-
cular types of relationships existing between paiﬁs or sets
of language eiements. The relationships they show are of
two types namely, that of assdc;ation and that of dissoci-
ation; i.e. 'that of togetherness and that of separateness'
respectively. Consequently the two types of conjunctions
there are in Yordba correspond tb these relationshilps,
namely to show associative felationship we have the
conjunctions and to show dissociative relationships we have

the disjunctions.

The full list of the associative conjunctions is

as follows:

(1) (a) &ti

(b) oun

(e) pela *and'
(a) 1’ -

(e) =2

For the disjunctions we have the following:

(2) (a) stebon/mmd tbut!
(b) abi/tani 'or'
(e) ari - 'but for, except, unless,.

apart fron'

(d) Apdntdéri/anbysibdsi ‘'much less'

(e) b6yé2 ees t2bi ‘'whether ... or'

(£) yaia ... tabi ‘'either ... or'

1 This is not the same 1j as the Relative harker, for that

see the section on Relativization (later in this chapter).
2 Tpere is another type of hoyéd which does not co-occur
with tabi. It is g senténtial which is glossed as |
'maybe’ consider: BSyh ma a di oldye ni dla ori ni O md
'Maybe I am destined to rule, who knows?
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The. pairs 2(a), (b) and (d) are variants, the elements
broken by dittoes invariably co-occur in the structure of

the language except in guestions.

Associative conjunctions relate elements that
constitute a unit in the language as will be demonstrated
soon,

Atl Jjoins nouns, nominalizations and adverbials.

Consider the following:

(3) (a) owd Ati app  that is, noun + noun
Ymoney and c¢lothes’

(b) 2lka ALl alri 1nom -+ NOm
(the fact of not dying and the fact of not
seeing)indestructible and invisible’

(¢) ni i1é ati ni oko adverbial + adverbial
‘at home and on the farm’
A double occurrence of Ati is possible in most of the
elements it is cagpable of Joining, that is, nouns, nomi-
nalizations and adverbials. This occurrence inveriably
makes for emphasis as witnessed by
(4) &ati onilé ati dlejd
(and the native and the foreigner).
‘both the native and the foreigner’

(5) ati owd Ati omg, mo £é& be

(and money and child I went like that)
“both money and children I like that.’

Sun and pdli constitute fres variants in the
limited range of elements they conjoin, that is, nouns
and nominalizations. Conslder:

(6) Ikd dun brtn kb ni fi ilé re ge dde

(death and illness not ﬂi vut house your do outing)
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i.e.'May your house never he visited hy death or illness

(7) Iku p£lu hrCm ni ijp rin
(death andillness it is together walk)

i.e. 1death andillness walk hand inhand1
(8) ririjp bunrirlm u
(the Tact of getting something to eat and getting

something to drink).

va state of plenty'

(9) hirijp pfelu hirlmu

(the fact of not getting something to eat and not
getting something to drink)
'a state oi‘' adject poverty7

Jti is used to connect clauses comprised mainly of
nouns and/or nominalizations. Double occurrence is prevalent
1
in block language. Consider:
(10) ti aja ti eran

(and dog and animal)
every Tom, Dick and Harry*

(11) ti egbb ti egbb
(and root and root)
‘roots and a II’

(12) ti pmp ti pmo
(and child and child)
'children and a II’

Like hti, tl is also used for emphasis as witnessed by the
follov/ing:

(13) ti pkp ti aya
(and husband and wife)

"hufiband and wife’

For details on block language see Quirk et al. (1972:414).
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(14) ti agbara ti agbara
(and force and force)
"violently1

(15) ti bsan ti bru

(and day and night)
'both day and night1

However, a single occurrence of the conjunction is permis-

sible in the examples that.follow:

(16) 6 ku ti hlku ni esu gba oko rb
(he die and not-die it is locust get farm his)
"No sooner had he died than the locusts swarmed

his farm’
(17) 6 de ti hide ni wg>n gbe" ara

(he arrive and not-arrive it is they carry body)
"No sooner had he arrived than they moved

The first parts of (16) and (17) present the combination of
sentences and nominalization, that is, (16) repeated in
part as (18) w ill be:

(18) b ku CONJ hlku

which is represented in the logical structure as:

(19) So
CONJ
NEG
a J
not’
ku ku
"die’ "the fact of* ’die’

However, this should be regarded as ’'block language’ thus:



o -

C

o ki ti nikh

'no sooner had he died!

4.0.2 Negation.

This leads us naturally to negation in Yorlbé.
Writers are not agreed on the ghape of the negative prefix
in Yorttb&a. The disagreement ié on whether it is 2l
(ef. Delang (1965), Rowlands (1969), Bamgbose (1966) and
Afplayan (1969)) or & (Abraham, 1958) or & + 1 (Oyelaran,
1971). None of these authors presents any argument for

his claim,

[Pty

the negative element has no foundation at all. And, to
justify our claim we off@r the following arguments, If it
were (thLat is, the Al- element) it will be seen as performing
three functions at the seme time. First, it will turn the
constituents onte which it 1s matched into a nominalization.
Second, the nominalization will be negativized and finally
the nominalization will be factive. Rather we conceive of
Abl- as a compound consisting of two entities. The b~ is a
factive nominalizing prefix while 1= 1s a negative element
as we have seen in the example we gave in Ghapter I
repeated here for convenience;

(20) 3-1-md

(fact-not~know)

i.€6, 'The fact of not knowing'

&

Other examples supporting our claim abound in the language.

Consilder:




116

-k

(21) (a) A-bpa 'would have'

=

(b) L-bai ‘even if*

>4

(¢) ko-1-1o '‘not gone yet' .

However 4 alone has not provided a single instance of
functioning as a negative marker. Consider:

b-wa-1-1p ' fact-come-~not-gol
a-1é-1-ba !'fact-chase~-not-catch up with’

L.0.3 The Disjunctives.,

Before we discuss the conjunction in full, in
relation to relativization, it is necessary to give a brief

account of the disjunction observable in the langusage.

The disjunctions in the language as listed

earlier in the preceding section, are treated individually

thus:

+ wamem

afl (Byafi) is used normally with nouns and
adverbials (Prep. Phrases). Consider the following.
(22) N kb ni Q1prun meji Afi Oba mimd

(L not have god two but king holy)
'I have no other God but the Holy King'

(23) Kb si ewu ni oko &fi giri dpard
(not exist danger in farm apart from rustle
partridge)
'‘There is no danger on the farm apart from the
partridges taking off'

Howeveb, more often than not, the elements related by this
disjunction are left unexpressed as witnessed by such
examples as:

(2iy) w1 emi w1 enliybn BE1 kinikerera ti da Bru

ba kinlun
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(except me, except wman except kKiniksrara that

strike terror to lion)
'EBxcept man and me,; the lion, that frighten
the lion'
(25) =nri eyl ti e tin gbé dé yi
(but thie that.you again carry come this)
'But for this new development introduced by you'

T

Consider:
(26) lo ri i amd n kd md u
(I see it but I not take it)
'T saw it but I did not take it'
(27) Mo ri i stebpn n kd ki i
(I see him but I not greet him)
'I saw him but I did not greet him'
In the case of yald and bdya, the first of the two elements
related by tibi are preceded by them, that is, either of

them always pairs with tibi. The only difference is, boya

T

normally precedes a sentence only. This is not the case

with yald. Consider the following examples

(28) Yald mo 1o tdbi n kd 1p mh a ri p
(whether I go or I not go I will see you)
YWihether I go or not I will see you'

(29) wa yala ni oni tabi ni dla
(come either in today or in tomorrow)
'Come either today or tomorrow'
(30) oOhun ti a fe e gho ni boya & wa thbl kd wa
(thing thet we want to hesr is whether he come
or not come)

'A11 we want to besr is whether he came or not'

The reduplicated thhi is normally nominalized

like the so-called idecophones (see Chapter V in this study)
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thus:
(31) kb si tubl tubi ni ibk
(no exist or or in there)
'There is no doubt sbout it'

Furthermore it occurs in the environment of nouns, adverbials

and sentences, Consider:

(32) Igbh wo ni o h 1o ni dsan tabl ni a1é @
(time which is you -ing go in afternoon or in
evening) -
'When are you going, in the afternoon or in the
evening ?°'
(33) Ma ikG tubi iye
(take death or life)

'Choose one, death or life'

The last on our list is ambdsl with its variants afbdntori

T e

“and ambdsibdésli. It normally occurs with nouns and adver-

blals, BKxamples are:

(34) Kb ni aya ambdsibpsi omp
(He not has wife to talk less child)
'He has no wife to talk less of childesn'
(35) Ki i slin ni alé aabdhtori ni drd
(not not sleep in night to talk less in morning)

'He does not often sleep at night to talk less

of in the moraning.‘

h.o.L Conjunction Reduction.

In recent times generative semanticists focus
our attention on two major questions in the treatment of
conjunction. The first is, is there a logical structure
between a conjoined sentence such as (3%6):

(36) Baydp wh'nl ilé Bisl sl wh nl ojx

(Bayo exist in home Bisi and exist in market)
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IBayo is at home Bi'sl is at the marketl
and other conjoined sentences ? The second question is if
there is any such relationship, what is the distinct rule
1schematal required to derive these other conjoined
structures ?

The answer to the first question is that there is
a choice between two possible sources for sentences such as
(37):

(37) Ade &ti Bisi Ip
(Ade and Bisi go)
*Ade and Bisi went*

We either generate (38):

(38) Add bti Bisi
1Ade and B isi1

by means of phrase structure rule (7) below

Rule 7 Conjuction Schemata
$ NP
which represents infinite schemata generating in the firs't
instance structures like (39):

(39)

ati
1andt

which w ill yield the structure (UO):
(UO)

COKJ
ati



This structure, however, represents 'phrasal conjunction',
or we might generate it from the rule generating co-ordinate

structures in the base as in~(h1):

(L)

ati \\.

t and' S

Ad;\ﬁ% isy ;

which involves identity deletion and regrouping. Gapping
(Ross, 1967) rule deletes indefinite number of main verbs
in co-ordinate structures. Ross, in addition, proposes a

directionality constraint which states:

'The order in which Gapping operates depends

on the order of elements at the time that the rule applies:
’if the ildentical 'elemeﬁms are left branches, Gapping
operates forward; 1if they are on right branches, it
operates backward°'1 We observe, however, that this
directionality congtraint holds not only for verbal
reductions but also for all other reduced coordinations

as well.. Consider the followlng examples:

(42) Bisi 1o Ade si 1o
(Bisi go Ade and go)
'Bisi went and Ade went'

Ckeying Ross' directionality constraint on verbal reduction
27
(L3) will be reduced by(gapping to (L3):
(43) Biel nti Adé 1o

" Ross (18675 5)




and (L) Bisi ro Bisi si jo
(Bisi jump Bisi and dance)
'Bisi Jumped and Bisi danced'

Contrary to Ross' directionality constraint the nominal
elements will be reduced to:

(45) Bisli fo o si jo
(Bisi jumped she and donced)
'"Bigi jumped and she dznced’

by pronominalizing the secénd occurrence of Bisi. However,
English provides a better example of the violation of Ross'
directionality constraint where (15) will be:

(46) Bisi jumped and danced,
It is observable that in Yorubad there is a conspiracy of
the second occurrence of the subject in a conjoined struc-
ture to resist deletion., What takes place is pronominali-
- zation as mentioned above. The second rule that applies
to the structure is the.conjunction postposing rule which
places the conjunctive element gl after the pronominalized
subject. Notice however, that lhe coreferentisl condition
must be met hefore pronominalizatlon could take place.
Conjunction postposing rule operates on the structure
irrespective of whether pronominalization takes place
under NP ldentity or not, in the case of non~-identity NPs
Consider:

(47) Bisi 1o ata Boyd sl so gjo

(Bisi grind pepver Bayo and cook fish)
"Bigi ground peper and SayQ cooked Lfish'

As our intention here is Jjust td show what conjunction does

within nominalization via relativizstion we hope to end the

s e o B

F

Hudson, (1975§ 27-8) .
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discussibn of conjunction here and refer to it Lrom time

to time as occasions call for it.

h.1.0 The Relative Marker.

In English, the set of relative bronouns is the

same as the set of question words. This 1s not true in

Yoruba. Yordba has only one relative marker which is gquite

‘distinct from question words.. It is t} translateble in

English as 'which, who, that, when and why'. Much of the
confusion that surrounds relativigzation in Yorilba stems
from the fact that the relative marker 4l has the freedom

to refer to both animate and inanimate objects.

As pointed out earlier in this study, relativi-
zation is very crucial to a great majority of Yoruba
syntactic structures. The following, according to our
investigation; are the constructions which derive from
relative clauses.

i. The genitive construction;
ii. The oppositive construction;
iii. The gerundive adjectives (as NP modifiers)
iv. The restrictive relative clause constructions
and the non-restrictive relative clause
constructions;
v. The attributive adjectives.

Before we discuss (i-iv) in some detail, we deem it

necessary to present what the nature of the relative clause

itself is in Yordba.

.

The study of relative clguses is clearly a rich

field of enquiry which heas atiracted a wide range of
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intensive work by good minds over & long span of the history
of linguistios.l To the searching minds, nothing‘is ever
conclusive. This is observed even in the case of well-
studied and well;documented Bnglish and other Buropean

lamguages where the results cprrehtly accessible are uneven.

Transformnational Gramuarians are not agreed on what the nature

of the relative clause is. Choﬁsky (1965), Jacobs and
Rosenbaum (1968), G. Lakoff (1969), and Ross (1967) all
agreed that the appropriate underlying representation for

a relative clause is a sentence embedded into a noun phrase.
A similar view is held by some Yortba grammarians.1 This

proposal can be represented in the deep structure as: (uL8)

(48) NP

L,9.1 Nominalization and Relative Clauses.

We have our doubt as to the appropriateness of

this claim, we have Just referred to above. Rather, we

- suggest tentatively that the appropfiate underlying

representation for a relative cleause ls a sentence con-
jJunction. There is a setl of structural distinctions

between relative clause constructions and those complex

T Rowlandas (1969; = 87-91), Awobuluyi (1967, 165-179),

Bamgbose (1966; . 115-120). '
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sentences which are clearly realizations of structures
containing embedded sentences (see 5.0.0 below), viz. those

containing sentential subjects or objects such as:

(L9) Pe Do feruvn wti maa se gja dajh
(that Ojo like' to usually cook fish obvious)
'That O0jo likes to cook fish is certain'

(50) Mo rd pe Djo ferhn wti maa se gja

(I think that Ojo like to usually cook fish)

I think that 0jo likes to cook fish'
For sentences like (49) and (50) an embedding analysis is
well motivated since the enbedding sentence is required as
an obligatory argument of the verb. It plays a role with
respect to the verb which is the objective role and without
which the verb cannot stand. Furthermore, the verdb governs
"hoth the occurrence of ¢clause and the type of clause which
can occur. These conditions, it should be noted, do not
hold for the relative clause sentences. This is the basic
point that eludes some Yordba grammarians1 and which has
led them into confusing nominalization with relstive

clause construction.

A relative clause, we hold, is always structurally
superfiuous, it plays no role whatever with respect to the
main verb and no morphemes in Yoriba are marked as requiring
it. A relativé clause construction is equivalent to two
independent predicationg on the same argument. These
differences are captured‘by zn gnalysis in which sentential

subjects and objects are instances of underlying embedding,

L Awgbuluyi‘(1972, 1975, a & b), Bamgbose (1975).
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and relative clauses are only superficially embedded. See

Chapter V below.

In order to presenﬁ the schematic outline for
forming relative clause sentences, two assumptions must be
made explicit. The difference between parts of the
sentences such as the following:

(51) Mo mp pkuhrin kan ti maa fun ip®

(I know man a who usually blow bugle)
'I know a man who blows the bugle'

(52) Mo mo pkuhrin n# ti maa fun ipd
(I kxnow man the who usually blow bugle)
'I know the man who blows the bugle'

will be assumed to be introduced at some level of derivation
other than the one at which 'content morphemes' and the
relations among them are specified. We leave open the
gquestion of jusﬁ where such a distinction must be made,
for the present study, it suffices to point out that (51)
and (52) must have identical representations in so far as
the meanings of the nouns and verbs and the relatlions
among them are concerned, definite and indefinlte articles
apart. We shall further assume that the choice of the
definite determiner will in general correlate with certain
presuppositions which the speaker makes about the extent

of his 1listener's knowledge.

h.1.2 . Numerals and Juantifiers.

We propose here that numerals and guantifiers
mast be introduced outside the clause in which they
ultimately appear. This is illustrated by the fact that

the sentences of (53) are not matched by their respective




pairs

in

(53)

(5h-).

(a)

Mo ni £>r'e meta ti h je ata

(I have friend three who -ing eat pepjoer)

fl have three friends who are eating pepper'

Mo mo dniy&n dif ti maa jp ohi.
(I know people some who usually eat kola nut)

"l know some people who eat kola nut*

N k6 ri ohlrin ti o pupa.
(I not see woman who pron. red)

' saw no woman who is light (in complexion)’

Mo ni £>rp mpta
(I have friend three)
"I have three friends'

Qrp mpta n jo ata

(friend three -ing eat pepper)
'Three friends are eating peppert
Mo mp fenly&n di£

(I know people few)

"l know few people*

£niy&n did maa je ata

(people few usually eat pepper)

"Few people eat pepper’

N kb ri ohlrin.
(I not see woman)

'l saw no womani

kd si ohlrin ti o pupa.
(not exist woman who pron. red)

'No woman who is light (in complexion)'

Returning to our proposal for deriving relative

clause constructions from conjunction wvre suggest that

underlying

(55)

is a structure like (56).



(55} Mo padé gkuhrin nf ti 6 4 go Halsé
(I meet man the who pron. -ing speak Hausa)

'I met the man who is‘apeaking Hausa'

(56) Mo phdeée pkuhrin pkuhrin h gp Halsa \

( I meet man) (man -ing speaking Hausa)
' I met man' 'man is speaking Hausa'
4.1.3 FPresupposition in Clauges.

The choice of the clause to become the relative

clause correlates with certainﬁpfésupposiﬁion on the part of
the speaker about whet the hearer knows, and accordingly
with the choice of the determiner. Consider (56) again.

If the speaker presupposes that the hearer knows neither
~ab6ut the meeting a man nor asbout a man speaking Hausa,

then both the following conjunction realizations of (56)

" are possible.

(57) Mo pédé pkuﬁfin kan & sl B spo Halsé

(I meet man a pron. and -ing speak Hausa)
'I met a men and he is speaking (speaks) Hausa'
(58) OQkuhrin kan wd t1 6 n spo Hallsd mo sl piadé ré
(man a exist who pron. -ing speak Hausa I and
‘meet him)
"Phere is & man who is speaking (speaks) Hausa
) and I met him'.

as well as both of the following relative clause constructions
with indefinite head nouns:

(59) Mo phde pkuhrin xan ti A so Halsh
' (I meet man & who -ing speak Hausa)

"I met & man who is speaking (speaks) Hausa'
(60) Qkunrin kan ti mo phde h sp Halish

(man a who I meet -ing speak Hausa)

YA men whom I met is peaking (speaks) Hausa'.

T
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If on the other hand, the peaker presupposes that there
is a man such that it is known by the hearer that he met
him, the relative clause construction corresponding to this
presupposition will have the conjunct containing padé 'to
meet' as a relative clause, and the head noun will be
definite. Consider:
(61) Okuhrin nf® ti me prdé n so Haush
(man the who I meet -ing speak Hausa)
*The man who I met is speaking (speaks) Hausa'
Similarly, if the speaker presupposes that his hearer knowg
about the man who speaks Hausa, the corresponding relative
clause construction will have the conjunct containing
Sp Halisa 'speak Hausa' as the relative clause, and again
the head noun will be definite. Consider:
(62) Mo padé okufrin nf ti i sp Hadsa

(I meet man the who -ing speak Hausa)
'T met the man who is speaking (speaks) Hausa

It should be noted however, that i 'who' of (59) is not
all that different from the ti 'and' of (19) above. (59)

is represented here as (63):

(63) )
i
CgNJ

51 <
Mo padée okuhrin ksan ' Skufirin ken o go Hausa
(I meetman a) : ~ {(man a -ing speak Hausa)

'T met a man' 'a man speaks Hausa'
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The Tact that ti is a conjunctive element can be accounted
for by its being able to be replaced by gi 'and' in struec-

tures such as (57).

Lol The Genitive Construction.

This construction can be said to derive from the
relative clause source. rFirst, let us consider the nature
of a genitive construction. It is an endocentric structure
with two nouns, the first of which is the head and the
second the attribute. For details on this see ‘?03351
below. Yor the moment, let us consider (6L4)

(6lL) Aso Ade
clothes Ade
Ade' s clothes

- (6L4) derives from either (65) or (66):
(65) Aso ti O j& ti Ade ni &yi

(Clothes that pron. be of Ade is this)
'"hese are Ade's clothes®

(66) Asp ti 1 pe ti Adé ni eyi
‘ (Clothes that be of Ade is this)
'These are Ade's clothes'

Both (65) and (66), after deletion has teken place, will
produce the intermediate structure of (67).
(67) Asp AdE ni &yl

(Clothes ade is this)
'"hese are Ade's clothes' .

which eventually becomes (6.)
(6l) aApp Ade

(Ade clothes)
tade's clothes'

1 . .
The section on "The Possessive Construction'.
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Notice that in (65) and (66) the high tone tl is the
relative marker 'that' and the midtone ti is the genitive

.marker glossed as ‘of'.

h.2.0 The Appositive Construction.

The geniti#e construction and the appositive
construction share many characteristics im common. First,
1ike the genitive construction, the appositive construction
is an endocentric structure of two nouns the Tirst of which
is the head noun and the other the modifier or attribute.

An example is:

(68) adé gbénhgbénd ki
(Ade carpenter die)
'Ade the carpenter died'

which derives from two sentences thus:

(69) Adé kb
(Ade aie)
'Ade died!

(70) Ade j& gbénhgbinh
(Ade is carpenter)
'Ade is a carpenter'

Both of which have the relativized form (71){
(71) Adé ti o Jjé gbénihgbénih ka

(Ade who pron. is carpenter die)

'Ade who is a carpenter died'
NWotice that just as in the genitive construction example
(65) above ti o jé 'who he is' has to delete in (71) to
derive (68). .

However, it is observed that hoth the genitive

and appositive structures are differeat in some characteci-

astics., One such difference is that the condition for
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coreference 1s met in the appositive constructions while it
is never met in the case of a genitive structure. We discuss

the differences in full in Chapter VII.

.21 The Gerundive Adjectives (as NP modifiers),

The Gerundive Adjectives are derived from predica-
tive adjectives by means of regular gerundive reduplicationm‘
The process is repeated here for convenience. A syllable
which consgists of a>copy of the initial consonant of a verbal
stem, and a high tone /i/ :.is prefixed to the verb stem:
Bxample:

(72) (1) f¢& "to be broad’

(1i) ~rire 'broadhess'

Yortba, unlike English, invariably has gerundive
adjectives in post nominal positions. Notice that thisg

type of gerundive structure is quite different from the one

that is from a complement source, The latter invariably

hdps on the noun to assume the position of the Lformer as

demonstrated in Cheapter ITII above. The gerundive adjectives

come Lrom restrictive relative clause sources. Consider:
(73) oeédas pipdn

(banana red)
'*ripe banana'

underlying it is (7.4)

(74) Dgbdd ti o je pippn dbhn
(banana vhich is red sweet)
'"banana which is ripe is sweet'

Again, notice that the relative marker and the anarphoric

pronoun @ 'it' are deleted to derive :

i
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(75) odgede pilpdn dhn (baﬁané'red (be) sweet)
‘ripe banana is sweet'\ .
A further evidenée that justifies our claim that (74) is a
relative clause oOnstructiog lies in the fact that 1t couwld
take on snother head noun (our clagsifier in Chapter VI below)

as in:

)

(76) Depdé Byl t) & J& plpon dhn
(Banana the one that it red sweet)

'This banana -that is ripe is sweet'.

Lh.2,2 Restrictive/NonmRestfictive'Relative Clauses.

Just as in English, Yoriba restrictive relative
clause hag distinct characteristics vwhich mark it out as
different from the non-restrictive relative clause, In English
ﬁhe restrictive relative clause construction permits that as a

 :61ative pronoun but the non-regtrictive relative clause conu'

gtruction does net. Restrictives do not require comra intona-

tion after the head NP whereas non~restrictives do. Restrictives

may modify. any_ + N but not the non-restrictives. Consider (77):
(77) #Any pleane, which crashes, is a failure.

Restrictives do not modify an entire proposition but non-

~restricbives do. kKxample: |

(78) Hesaid he would leave the service which I think
is a good idea.

Restrictives do not modify proper nouns that have no deter-—
miners while non-resgtrictives do. Consider:

(79) *John that came early left early.

In Yortba, no article occurs between a noun
modified by a2 relative clausge i the latter is restrictive,
s

For instance, (80-82) helow csnnot be restrictive relotive

clause constructlions since some articles oceur between the
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head nouns and the relatives, whereas in the restrictive

relatives the main articles usually occur after the relatives.

Examples are:

(80)

(81)
(82)

in (83-8L)
(83)

(84)

Enl kan, ti1 0 rd pé dun gbdn, kb mo thn y&tp

sl osl. '

(person a, who pron. think that he wise, not know
right different to left).

'a {certain) person who considers himself wise
cannot distinguish between left and right'

eni yen, t1 & h soAprQ rd

{person that, we -ing speak word his)
'that man about whom we talk'

Qkunrin yt ti & A pa ird

(man this, who he -ing kill lies)

'This man who tells lies'

where the articles do not precede the relatives.

eni ti 4 n sﬁ drd re yen
(person who we -ing speak word his)
'that man we talk about'
Okunrin $3 0 A pa irp yi

(man who pron. -~ing kill lie this)
"this deceitful man'

The article can precede the surface form of non-restrictive

relatives mainly because Yoruba non-restrictive relative

constructions can be replaced with an appositive noun

phrase whereas the restrictive relative clause constructions

cannot he so replaced. Thus examine the following palrs.

The (a) forms of the structures (85-87) are restrictive

relative clause constructions while the (b) forms are non-

restrictive. Consider:
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(85) (a) OQOkuhrin ti kd feran hwen pmp rE yen
(man who not 1ové‘plur. child his thﬁt)
'That man who does not love his children’
(b) OQkuhrin yen, ti kd féran awon omp ri.
, (man that, who not love plur. child his)
| ‘That man who does not love his children'
(86) (a) &awen oltkd agbk ti 6 A jljadl ipd wdnyen
(plur. teacher elder who pron. -ing struggle
position those)
'Those lecturers who are obsessed with posts'
(b) Awon olukp, agba Wghygn, t1 won N Jljadlu ipd
(plur. teacher elder those, who pron. -ing
struggle position)
‘Those lecturers, who happen to he obsessed
with posts'.

(87) (a) Iié ti mo kb

{house which I build)
'The house which I built'

(b) Ilé kan, ti mo k¢

(houge one, which I build)

"The bhouse, which I built'
The (b) forms of (85-87) are non-restrictive. Rach of themn
can be replaced with a NP particularly those starting with
&yi t% 'the one which' in the singular definite, dkan ti |
'one which' in the singular indefinite, or awon ti 'those
ones which' in the plural definite (where awon ti is
alternatively interpreted és "those which). Thus the (b)
forms of (85-87) can respectively be realized as (88) if
we substitulte appositive NiPs for.them.

(88) (a) Qkubirin yén eyl ti kd Fféran awen omp ¢
(kan that this who not love plur. children his)

"That wan, the one who does not love his children'
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(b) Awpn olukp hgbh wohyen, awon ti won n jijadu ipd
(plur. teacher elder those, they who pron.
~ing struggle post)
'those lecturers, the ones who are obsessed
with posts'

(c) ile kan, dkan ti mo kp.
(house a, one which I build)
'A certain house, one which I built'.

From (85-87) we observe that where we have non-
restrictive relativé clause cﬁnstructions, the pronoun viiich
follows the relative marker ti and which is coreferential
wlth the modified noun must agree in number with the latter,
But this requiremeﬁt does not hold for the restrictive
relative clause constructions. Thus in (86) (a) we have the

relative as either ti 5 @ G1i2dd ipd or tl won n Jijadu ipd

whereas in (86) (bh) only the latter, that is, %I won h jijhdd

ipd is grammatical the former, that is, ti o N jljadlh ipd is

not acceptable in the language. But if the non-resgtrictive
is replaced with a NP as in (86) since the plural from
awon_ tl 'those who/which' is used iﬁstead of singular form
&yl tl e.g. in (86) (b) the coreferential pronoun which
follows the relative marker 1i could be either singular or
plural since number agreemnent has already been satisfied

through the employment of &awon tl in that structure. The

fact that number agreement is obiigatory for non-resirictive
relative construction actually specifies an appositive con-
struction rather than the modification of the noun that is
supposed to be modified by the relative. S8ince a restri-
ctive relative construction and the noun it nodified are
dependent on eéch other, number ig shown in the principsal
element modified by the relative,whercas Tor non-restrictives

the independence of the relative from the noun shows that 1t
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is a separate detachable construction, and expligcitness in
number is expected in such constructions in case detachment

takes place.

So, one really significént point about (88) is
that non-restrictive relafive constructions could be con-
sidered as versions of appositive constructions which must
normally be in concord with the nouns they are in apposition
to, whereas the restrictive relative constructions and the
nouns they modify are integral parts of a single noun
phrase, Consider:

(89) Adé ri dgi t1 0 ga
(Ade see tree which it high)
'Ade saw a tree which was high'

(90) adé ji agp ti a ra
(Ade steal cloth which we buy)
'Ade stole the cloth which we bought'

Notice that (89-90) are restrictive relative clause con-
structions by our analysis. The relativized NP in (89) is
an embedded subject while that of (90) is an embedded object.

The deep structure of (89) is (91):

(91) §iQ
ti

81

Ade ri igil
Ade see tree . tree (be) high
This as coula be seen at a glance, adheres to owr conjunce

tion hypothesis. In further support of owr claim S2 can
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still be extended by supplying a further head noun thus:
(92) Byi ti o ga \ *the one which is high'
which is a reduced form of (93):
(93) By ti o je igi ti O ga |
(this which it be tree which it high)
‘The one which is a tree which is high'

See Chapter VI for details about this type of construction.

Bven for the non-regitrictive relative clause
constructions the conjunction hypothesis is far gtronger
than in the restrictive relative constructions. Consider
(9h) which has the deep structure (95).

(9h4) Ade gé& igi ni Anid ti mo ni kd ghodd se

(Ade cut tree in yesterdsy which I say not must do)
'Ade cut the tree yesterday which I said he must

not do'.
(95)
| _M,Mﬂﬁﬂgu.hmﬁnhmma%h“
Nf//
T xf v) e
NPT ‘ \\V{” ni l
| . o . /%
7 i éxl ].\TJ:.G
Adé gé igi nl 1na
: v e i esterd
Ade cut tree in  yes &y not N 86 E+ v 1
' [‘-}‘ I?ODAI:J
el :
NP /P ghodd -
Aéé v " NP must
Adé SL .87

\\\‘
de NP VP
Ne
Adé  geé igl

Ade cut tree
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Notice that in order to drive (9&) 87 of (95) Adeletes
under identity with 83, 86 undergoes sublect-to-subject
raising with ghodd thus becoming a preverbal element. The
negative k8 is then placed in its place by negative element

movement rule.

Lh.2.3 Stacked Relatives

When the Noun Phrase relativized is itself a
relative clause construction, the result is a stacked
relative clause construction, However, native speakers
differ in their judgementsg on the acceptability of some

of these sentences. Witness: . T

(96) Ago % 6 hun tI 6 £i se odun d4ra pupd
(cloth which he weave which he put do festival

good much)
'"The cloth which he wove which he wore for the

festival was very good',

However the acceptability of (97) is doubtful.

(97) 2 (a) Mo ti padé awon &nlydn tf won s¢ pé Agbado
(X already meet they people who they say that malze
Osingin atn plpd (b) papd dwon ti won jé& aghd
fresh sweet much, particularly they who are farmers
ati (c) awgn ti won ff ge dAridké
and (c¢) they who they -ing do village trade)
i.e. "I have met people who say fresh maize is

very sweet, especially those who arve farmers
and those who are female viliage traders'®,

Notice that the anafphoric proncun won 'they' of (a), (D)
and (¢) could be ¢ if it is so marked and makes no differ-

ence in the meaning of each of the c¢lauses in which it

“
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occurs. Compare (97) with (98).

(98) Mo tigbp lenu awpn enliyan, awon ti won je
I already meet they people, they who they be
aghé atl awen t1 wen h ge darvke, pé
farmer and they who théy -ing do village trade that
agbado dsingln’ dtm pupd '

maize Lresh sweet much
i.e. 'L have heard from somwe people especially farmers
and female village traders, that fresh
maize is very sweeb.'
Notice that the two relative clauses are immediately to
the right of the matrix sentence they medify and to the
left of the nominalization introduced by the complementizer
pé& "that'. Both (97) and (98) are heard in evéryday speech
but (98) is preferred to (97). This proves that stagking

‘tends to be clunsy.

L.2.l Recursive Structures,

These are relativized structures involving
recursive use of tree structures. (onsider (99):

(99) Byi ni okuorin ti & lu obihrin, obihrin ti o
ta aja, aja ti 0 1& kOLOkOLY, kPlokdld t1 o pa
akiuko, Akbko ti 6 Jje agbado, dgbddo ti BOse ra

i.e, This 1s the man wvho beat the woman, the
woman who sold the dog, the dog who chased the
fox, the fox which killed the cock, the cock
which ate the corn, the corn which B¢sé& bought.

Notice that for (9¢) there is no-problem of interpretation
since each modified NP is repeated in the relevant surface

structure construction, that is, obinrin, ajé, kKOIOKELY,

i
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pktuko and aghado (woman, dog, fox, cock and corn,respectively).
Consider {100)
(100) DLyi ni okunrin ti o 1lu obihrin, ti o ta aja ti

0 le kO1OkO1d ti o pa aklke ti o sl Je agbado
ti Bése ra '

i.e. 'This igs the man who beat the woman who sold the
dog that chased the fox that killed the cock that
ate the corn that Bos® bought.'

As opposed to (99) okinrin 'man' performed all the actions
except the last in(400) 'that is, buying' whereas he per-
formed only one action in (gg) that is, beating of the woman.
Note that(99) and (100 )constitute different structures in
Yortiba. This is an important ares in which Yortba structures
differ considerably to English structures. While the two can
be given the same structure representation in English and be
distinguished only through intonation features, their
underlying differences are well illustrated in the surface
representations in Yortba without the necessary assistance

of intonation features.
This type of sitructure is the right branching

recursive construction which has the schema:

Rule 8 73 A+ B (+ 2)

7
i.e. Aﬁﬁwggmmf“““%«

,Mm 7

pot

8pelled out (99) will be represented as in (104) excluding

the head noun aAyl 'this'
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(101) /S

NP
VP .
T—{E

[¥ PRO.7 \\\t[\ ..
okunrin 6 1lu oblnrln oblnrin a ajd aga

/+ PROY L% PRO_7

Notice that (101) proves beyond reasonable doubt that

relative clause constructions result from conjoined sentences.
Our conjunction hypothesis seems to be the only way to

resolve the 'relativization or nominalization' arguments

that are currentl& raging among Yortba scholars. Frofessor

]

Bamgboge (1975) follows the traditional NP
configuration. Recall that we reject this configuration
(see L.1.1 above and 5.0.0 below) on the ground that the
frame is that of a nominalization. Schachter, P. (1973,
p.19) proposing 'promotion hypothesis' for constructions
involving relative clause constructions, writes:
"lividence is presented showing that, while
neither (l.e. focus and relative clause
constructions) constructions can be derived
from highly similar underlying configurations,
and that the derivation of both constructions

involves the FROMOTION of material from an
embedded into a matrix sentence.

Notice that his "underlying configurations' consist of

two sentences viz. the matrix and the embeddéd sentences.
Also récall that we pointed out the fact that embedding in
relative clause construction is-superficial while embedding
in nominalization is underlying (see L.1.1 above);

Yrofessor Awobuluyi (1972: 16) agrees with Schachter on
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this hypothesis; he writes:
"It is here proposed as such an alternative
that relativization be redefined as a
syntactic process operating selectively on
elements of sentences in such a way as to
turn such sentences into noun phrases, that
is, more explicity, noun-plus-qualifier
constructions."
It should he noted that it is sentences that are to he
reduced to noun phrases, and as we remark in 5.0.0
(Examples 35-39) sentences are essentially noun phrases.
So, instead of weakening our points the arguments of the

aforementioned scholars lend support to our conjunction

hypothe sis.

Another reason for the confusion in relativization
and nominalization is that writers do not always give fu Il
sentences in order to show that the construction is limited

to a context v/here the matrix verb is factive.

Many of the structures they regard as relative
clause constructions are nominalizations. This .13 discussed

at length in the chapter that follows.
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CHAPTER V.

5.0.0 ?activeA o r:ACTt/ E ttqaINAIti atlON .

In an attempt to characterize the syntax and
semantics of complement structures, we make a distinction
between factive and non-factive verbs on one hand and emotive
and non-emotive verbs on the other hand. We posit that in
many resp ect-s, the syntactic form of a complement depends on
whether or not the speaker presupposes the truth of the
complement (cf. Kiparskys 1968). It is observed that where
a speaker presupposes the truth of the complement, the verbs
are invariably found to be factive, and where the speaker does
not presuppose the truth of the complement the verbs are

usually found to be non-factive.

Here, we intend to subsume under the category verb,
the predicative adjectives, some of the pre-verb modifiers,
the modals and the so called 'verb nominal* collocation' or
verb-noun contraction.1 In so doing, we observe that there
is nothing to lose but much to gain. In our considered
opinion this makes for sim plicity and descriptive adequacy2

as we shall demonstrate later in this section.

It is noticed that some of the factive and non-
factive verbs take sentential subjects which are usually

non-animate, and also most of them are intransitive subject

embedding verbs.

In English only factive predicates allow the noun
"fact" with a sentential complement consisting of a that

clause or a gerund to replace the simole that clause as

Ward(1952: 121), Bangbose (1865). Awobuluyi (1964).
2 Chomsky, N. (1965: 30-38),
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witnessed by:

(1) The fact that Julie went during the might:
(2) The fact of Julie's going during the might:

can be continued by such factive predicates as, 1s significant,

bothers me but not by non-factive predicates as: ig likely,
A e D : y
it seems to me. (cf. Kiparsky's:1968).

In Yordb8, it is observed that the factive predicates

which are the equivalents of English'The fact that S struc-

tures are as follows:
(o FPé that

(3) P& Adé A 1u 11h kd jo ni 16jd
(that Adé -ing beat drum not seem one in eye).
'That Adé is beating the drum, is not surprising'.

(L) P& mo 19 bI won nif ind
(that I go turn them in Stomach)
'"Phat I went, annoyed them'.

(5) P& 0j6 stm ddra
(that 03j6 sleep good)
'"That 0j6 slept, was good',
-In the above sentences, it should be noted that
Pé is an essential element, it can not be deleted without
doing violence to the structures., Consider:.
(6) * Adé 1 10 114 kO jo ni 16jd

# Adé ~ing beat drum not seem one in eye.
¥ *Adé is beating the drum is not surprising'.

(7) * o 19 b won ni inu.
j #* I go turn them in stomach
# I went annoyed them.
In some other constructions with factive verbs pé

‘that' deleteés oﬁtionally, and this will be demonstrated in




145

thé paragraphs that follow:
(p) Kixl (a4 (pé&)) S. (The mere fact that S).

Ag indicated by the brackets, d4 and pé& can be
deleted in the environment of klkl without loss of meaning in
the constructions in which they could appear. Consider:

(8) Kiki dd4 pé Old sun ekin ddn 0j6

(the mere fact that 014 issue cry pain 0j6)
'The mere fact that 014 cried hurt 0j6',

(9) Kikl 44 014 sun ekin dun 036
(the mere fact Old issue ery pain Ojo)
'"The mere fact that Olu cried, hurt Ojo'.

(10)  Kikl pé 01ld sun egkun dun 036
(the mere fact Olu issue cry pain 0jo)
'The mere fact that Olu cried, hurt Ojo'.

(11) Kiki 016 sun ¢kdn dun 0j6
(the mere fact Olu issue cry pain 0jo)
'‘The mere fact that 0lu cried hurt Ojo'.

In effect, it is observed that the most essential
element, that is, the nominallizer, in the types of construc-
tions above is kiki which is capable of selecting both or

either d¢ or p¢ or of doing away with both without loss of

meaning.

(e¢) Asfn (pé) 8 (The mere fact that S).

This could be a substitute of klkl in some struc-
tures, but it should not be taken as an sbsolute free variant

of kiki. Consider the following:

(12) Kiki ad pé Addn ni ewd ni ¢ bI Addké n¥ ind.
(the mere fact that Addm has beavty is 1t -ing twmn
Adtiké in stomach).
"The mere fact that Adun is beautiful is what
Aduke is ammoyed about',




146
but not
(13) * Asén pé Adln ni ewd ni 6 bi Addké ni ind.
(the mere fact that Adun has beauty is it -ing
turn Adlké in stomach).
'"The mere fact that Adlm is beautiful is what Aduké
is annoyed ‘about',
However it could replace klkl in (8-11) above without result-
ing in any difference in meaning as witnessed by:
(14)  Rsdn pé 014 sun ekin dun 036
(the mere fact that Olu issue cry pain 0jo)
"The mere fact that Olu cried hurt Ojo'.
It should be noted that (13) is unacceptable because Asdn,
occurs with the stative verb nif ‘'to have', 'possess' and a

qualitative noun object ewd 'beauty'.

(a) Ogédé pé& S ('The fact that 8!'),

(15) Ogédé pé a 1o pd won ni aiya,
(the fact that we go bald them in chest)
'*The fact that we went gave them concern'.

(16)  0gédaé pé O1d 1o atm mi,
(the fact that Olu go pain me)
'The fact that Olu went hurt me'.

It is observed that Dgé&df and klkl are free variants
except that the former can not cooccur with d4 in the same
environment as the latter can; even then, as mentioned

earlier, d4 is optionsl where it occurs.

(e} i, Nom +f 8. (The fact that 8).

Yordbh& has a peculiar copying phenomenon which
involves copying either a cognate noun or an idecphone, in
front 6f a sentence., Tollowed by i ‘that'. The function
of this elemént'is still a matter of unresolved controversy

among Yorub& grammerians. First, it is regarded as a varisut
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of the relative marker (RM) ti. m;e reject this claim on the
ground that it has nothing to do\at all with the relative
clause construction. Second, it is also thought to be the

Ll that occurs in structures involving topicalization, that

is, emphasis. Abraham (1958p.xxvii) argues that:

'"The reduplicated verbal noun is commonly used for
emphasis plus the verb from which it is derived:
e.8. Yiyo ¥ a yo sib§

\as.soon as we appeared there’

Jijdde t1 mo jade

'On my going out'.

Rowlands (41969: 189) observes that:

"When followed by the relative word #4i or the
emphasizing word ni, this form (that is, the cognate noun) is
used to emphasize the vegb e.g. Jijade tI 6 jade ni ¢ ri mi.
'the coming out that he came out it is he saw me' as soon

as he came out he saw me'",

Awobuluyi (1973: 21) after noticing that the core-
ferentiai relationship that is expected in a relative clause
construction is not met in structures involving a cognate
noun and ti, argues that '"That category can be called Predicates;
so that - (such) expressibns can easily be seen tc¢ be
examples of the relativization of Predicate, rather than of
'verbs' or verbal nouns', His conclusion, apparently, is
that it 1s still a form of felative clause construaction.

A claim which we do not subscribe to on the ground that i1
just like 1ts English gloss that functions as a relstive

marker as well as a marker of other clsuses. Congider:

(17) The road that/which Joe made is broad.
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It is obvious that that here is a relative marker and in:

T e

(18) He said that Peter came

it is a complementizer.

The presence of 1i in constructions involving a cognate noun
or an ideophone is not an “instance of relativization as
claimed by the previous writers, but an instance of factive

nominalization. Consider the following:

(19) Mo gb¢ tf o sdrd

(I hear that you talk)
'T heard you talking'.

(20) Mo gb¢ ni gbh tf o s0rd
(I hear at time that you talked)
'T heard when you talked'.

(24) Mo ri sisf kan t¥ & J6 kGsimildiya
(I see lady one who she dance kisimiléiyd)
'T saw a lady who danced kisimildiya'.
In (19) above gi "that' marks an indicative clause which is a
pure example of plain reporting as opposed to (20) which is a
time clause. i 'that' in (21) is a relative marker as could
be deduced in the coreference of § ‘'She' and Sisf ‘lady' in

the matrix sentence.

Factive nominalisation

(22) = Pipa %I mo pa aj4 rd dim Un
(Killing that I kill dog his pain him)
"'he fact that I killed his dog hurt him'.

(23) PIpa tf mo pa ajd r& ni 6 # bind st
- (Killing that I kil dog his it is he -ing annoy for)
“"The fact that T killed his dog is what he is annoyed

about'.
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Let us apﬁly'extraposition and o ‘'it' insertion to (22-23)
to test the credibility of our claim.
(2i4) © atn Un pé mo pa ajd re

(It pain him that I kill dog his)
'Tt hurt him that I killed his dog'.

(25) 04 bind sf pé mo pa ajd re
(he -ing annoy for that kill dog his)
‘e was annoyed that I killed his dog’'.

However, it should be noted that after extraposition
has applied and O 'it' insertion has taken place ti 'that' of
(22-23) is obligatorily deleted and pé 'that' is inserted to
produce the grammatical structures of (24~25) as opposed to:

(26) = O 1 bInd si tf mo pa ajd rd
(he -ing annoy for that I kill dog his)
‘He was annoyed thdt I killed his dog'.
which is unacceptable in.the language. Sentences (22-25) are
all instances of nominalization because first, the tf 'that’
in (22-23) is not a relative marker as it cam be substituted
with, pé&. Sccond, it is the nominalization that takes pé

"that' complementizer in the analysis above.

Hitherto, we have been discussing factive nominali-

zation, Now we want to examine non-factive.

(27)  0gédé pé mo 1o jé& ird 'nonfactive'
(The fact that I go is false)
'The fact that I went is false',

(28)  Ogédé pé mo 1o ddn 0j6 ~factive
(I'he fact that I go pain 0jo)
'"The fact that I went hurt Ojo',

(29) O purd pé 0jd B rd -factive
(It bad that rain -ing fall)
"It is bad that it is raining'.
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(30) O dabf pé djd #i rd -Non-factive
(It appear that rain -ing fall)
'It appears that it is raining'.
It is noticed that by uttering sentences (27) and (30), the
speaker does not assert the propogition of either of the
utterances whereas in (28) and (29) the propositions are

asserted,

The factive and nonfactive distinction could also
be deduced from the fact that 6n1y'a factive complement
allows extraposition and still retains its acceptability
without change of meaning whereas nonfactive resents extra-
position as witnessed by the following:

(31) P& 0jd 1t rd burd
3 (that rain -ing fall bad)
. '"That it is raining is bad'.
After extraposition we have:
(32) O bpurd pé& ¥30 A rd

(It bad that rain -ing fall)

'It is bad that it is raining’.

Both (31) and (32) are acceptable sentences in Yortbd and
they both mean the same thing. As mentioned above, if extra-
position were to apply in the case of a nonfactive couplement
the result will be an unacceptable sentence, Consider:

(33) 0 Jo pé& 0id 1 _rd

{It seems that the rain -ing fall)
"It seems that the rain is falling'.

(34) = £& 2id 1 rd_jo.
(that rain ~-ing fall seems)

'That it is raining seems'.

Just as the glosses show sentence (33) is acceptable while

I
(34) is ungrammatical. Below we give examples of factive
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and nonfactive verts:

Factive Non-Factive

Predicative Adjectives

ddra 'to be good' Se 'to be possible.
burd 'to be bad'

tdbi 1to be big' j£ ird 'to be false'.
dddd ‘'to be black'

pupa 'to be red, ripe! j£ dtitd 'to be true'.
kuru 'to be short*

kor5 'to be bitter!'
gbdnd 'to be hot'.

Verbs
to 'suffices™ ddbi 'seems*
jo jd 'amazes* jdsl 'turns out’
pd ‘'pays' jo 'seems’
.pp(U.SLCEa (with verbs of past tense)
tild ‘even” gb9dd 'must'
tiin 'again'
kdkd 'neverthel ess’
Modals gbc>d6 'must’
Id 'can'
mda 'woill'

Factive and non-factive object embedding verbs.

Factive Non-Fact. ive
gbhgbd 'to forget’ Idrd 'to suppose’
rdnti 'to remember* wdye 'to figure out’
m6 'to know’ SO 'to say'
fdrdn 'to lovel/like* gbdgbd 'to believe*
korira 'to hate/dislike’ 'fd 'to want'.

It is observed that because there are no underlying transitjv*
predicative adjectives, pre-verb modifiers and modals, it is

only the surface verbs that show up in this last group.
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}The examples we have given so far by no means exhaust
the available ones in the language. Neverthelesé, they present
extremely productive representation of facﬁive and non-factive

predicates in Yorub4.

Vie propose, basically, two deep structures for
factive and non~factive nominalization in the fcllowing

paragraphs.

We observe that sentpfles are essentially NP's
because they could be pronominalized as witnessed by the
following:

(35)  Adé my PE 036 g8 OMUGO &mi na sl m) BE

(Adé& know THAT 0JO IS FOOL I also and know SO)
'Adé knows THAT OJO IS A POOL and I also know IT'.

(36) O so PE O TI DE. @, KNI © wi 2

(He say THAT YOU ALREADY ARRIVE., @, WHAT he say %
"He said THAT YOU HAD ALREADY COME. WHAT did he say?'.

(37) Q. Wi, WO ni o £é6 ¢ AvI ThTh ol tAbL AP Tivh g9

(WHICH is you want ? TO SLEEP RARLY or TO WAKE EARLY)
"WHICH do you like ? TO SLEEP BARLY or TO WAKE BARLY',
Moreover, if structures such as gerundives and
infinitivals are assumed to be full sentences at a deeper
level of analysis. Then sentences can fit into the slots of

NP's as in the following examples.,
(a) BUBJHCL:

(38)  wrirly xrni xni OruaiNgd ni ewu.
(WALXING ABOUT TN NIGHLIDEAD has danger)

ROAMING ABOUT IN THE ﬁEAD OF THE NIGHT is dangerous'.
(b)  QBIGT:

(39) 6 s0 PS O SU Owy
(He say THAT I TIRZ HIN)
'He said THAT HE WAS FED UP',
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fOn the basis of these facts we take nominalization
as an S that functions as an NP and propose the following

deep structures for factive and non-factive nominalization

in Yorub4,

Factive Non-factive
NP np
g////\\\\_
Kiki a4
Ogédé ) . S
Asédn

Presumably, our proposed structure for the factive
predicates will go.a long way to solving the controversy
that has been on for guite some time among Yortibéd linguists
on the status of nominalization and relative clause construc—
tion (cf. Bamgboge (1975) and Awobuluyi (1975 (a) and (b)).
Essentially, bothAfactiﬁé nominalization and relative clause
construction héve identical surface structvores but they are
dissimlilar in the deep gtructures as pointed out earlier in

this seclion.

It is noticed in English that a 'fact-deletion’
rule can account for why 'fact' does not always appear at
the surface structure. Consider:

(40) (&) The fact that Adé went hurt me.
(b) That Adé went hurt me.

After the fact-deletion rule has applied to LO (a) we get

40 (b) which is a paraphrase of it without change of meaning.

In Yorib4 there are even more ways of expressing the fact
however, irf 'Kiki d4, Ogddd and isdn' all meaning 'the fact
. - i

PV P e e e

S
are deleted just as the English "The fact thaﬁéleaving QQ Lt
L4 el

A A LI B I TR AR R I L v R T A A N A O e o) I AN,

are deleted just as the Bnglish ‘The fact th

st e
et daarl e LR s

[ .
ab leaving pé
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"that' behind the structures in which they are deleted will

still remain acceptable, “

5.0.1 Adverbs and 'Ideophones’

Another advantage that accrues from our factive
deep structure proposal is that we are able to dispel the
misconception that shrouds the functions of some of the so

called 'adverbs' and 'ideophones' in Yordbd once and for all.

Words like wéréwérd ‘quickly' and rf ‘before' are
e . . 1 .
regarded as adverbs by traditionel grammarlians’ in the
following sentences:
(1) O se & wéréwéré

(he do it quickly)
'He daid it quickliy',

(42)  Adé 1o Bk e
(rdé go Bk6 (Lagos) before)
'Ade had been to Lagos before!,

(43)  Ads 1o Ek6 ni and

(Ade go Lagos on yesterday)
'Ade went to Lagos

<

vesterday®.
If we apply the topicalization test to the three sentences
the result will amaze us considerably because one of them,.
that is, rl "before’ will be marked out as not belonging:
Consider:

(L)  Wéréwérs ni 6 ge 6

(gquickly topic-marker he do it)
'He did it very quickly'.

T on this, see Rowlands (1969:

Delano (1969: 124), Ward (1956:
VIIT), de Gaye and Beecrofi (1
200) and Crowder (1852: 4182
coming) has a different viow,

Bamzboge (1966:127),
51}, Johnson (1973: XLVII-
52}, anonymous (1971:140,
. Awobuluyi, 0. (forth-

MoAD O
1 Oh e

9

=




(U4B) . % rfni 6 lo Bké
before topic-marker he go Lagos

* DBefore he went to Lagos,
And ni 6 1o Bk6
(yesterday topic-marker he go Lagos)
'He actually went to Lagos yesterday'.
Considering the dissimilarity in the behaviour of
the two kinds of adverbs under topicalization we posit tenta-
tively that advevbswlike the one in (41) are adverbials, that
is a prepositional phrase consisting of a preposition and a
noun in the deep structwe while adverbs like the one in
(42) are indeed adverbs., The fact that the category 'adverb'
has traditionally Eeen a catch-all term confuseg the issue.
However, it is observed that the preposition i never occurs
in Yoriibd except direcﬁly‘preéeding a noun or a pronoun.
Conéequently, each- of the words it precedes in the examples
that follow is thereby unambiguously identified as a noun.
Consider the following:
(b6) (a) O 1o kidkid

(he go quickly)
'He went quickly'.
(b) O lo ni kidki4

(he go in quickly)
‘He went quickly'.

(47) (a) BUréal ti a gé pelebgpelebe
(Bread wnich we cut thin thin)
"Bread that is sliced thin',
i.e. sliced bread.
(p) Birédi ti a gé ni pelebepelebe
(Bread which we cut in thin thin)
'Bread that is sliced thin'.




(8) (a) O dé wérdéwérs
(he arrive quickly)
'He came quickly'.

(b) 0 d4é ni wérdéwérd
(he arrive in guickly)
'He came guickly'.

(u9) (a) O 1 te 11& girigiri
(he -ing step ground girvigiri)
"He walked about in girigiri manner',

() 0 1 te i1 ni girlgird

P

(he ~ing step growmd in girigivi).

(50) Se nml p#lé (ambiguity)

-~

i. (do me gently) ii. (Creeting to a cguest as he
spproaches the host's house).
"T'reat me gently',

(51) (a) Se p2lé¢ (warning)
(do gently) 'Be carerul'.

(b) Se ni pLé (do in gently) 'Be careful'.

The éxamplea given ahove are all surface structure
utterances, Moreover, thz (b) member of each pair contains
a so~called adverbs which is precedsd by the preposition ni.
Out contestation is that traditional adverbs like p&lépdlé,
kidkid and glrigirl océur preceded always by the preposi tion
ni in the deep structure, and may or may not occur in the

same way in the surface structure,

However, it should be noted thalt not all these
so-called adverbs do adhere to the vrinciple of occuring in
post~preposition position, Consider the following:

(52) (a) O ga fioffo (it be-tall Tiofio)
Tt is tall in fiofio menner',

(b) * O gant fiorfo (it be-tall in fiofio)

Tt is tall in ficfio manner'.
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(53) . (a) O ri roboto (It appear round) ‘It is round'.

(b) # O ri nf roboto . (It appear in round)
'It is round'. :

(54) (a) M43 ta félefdle ni ddd red
(do -not bounce felefele in presence his/her/
' its.)
'Don't behave in felefele manner in his/her/
its presenoe'.‘
(b) * MAA ta ni Féleftle ni ddd rd
' (do -not bounce in felefele in presence his/hert

its.)
'Don't behave in felefele manner in his/h@r/

its presence',

(55) (a) O .funfun 144 (it be -white 1lau)
'T4 is snow white'.

(b) * ¢ funfun ni 146G (it be ~white in lau)
‘It is snow white'.

(56) (a) O b4 Jokb jéjé
(he/she/it happen sit-down peacefully)
'And he/she/it sat down quietly'.

() #* O b4 jokd ni jéié
(he/she/it happen sit~down peacefully)
'And he/she/it sat down gquietly'.

(57) (a) O pupa fdo (it be -red foo)
'It is red in foo manner',

() * O pupa nf £do (it be -red in foo)
'It is red in foo manner'.
There is no doubt that the(B)examples of (52) to

(57) fail the test of the ni - insertion rule. But this
does not preclude them ffqm belonging to the same category
of the so-called adverbs, as (L6-48)., For, they are partially
the same both [from the gtandpoint of their phonological and
morphological constitution and from the semantic properties

ingrained into them. Furthermore, the relation between any
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particulaf ‘adverbs' and the verbsin the structure in which
they both occur is exactly as for the "adverbs' and verts in
the other utterances. That is. to say, (L6-L8) and (52-57)
actually illustrate the same kind of construction., This
fact must be reflected in any eiplanatory'ggammar of the
language, and the only'coﬁventional way to do this is to
derive them in exactly the same Way.1 Below we proposs the
ni ~deletion rule to account for the derivation of the (a)
sentences from their (b) counterparts as in (58).

(58) O stn (1) 113Y18 = 0 sim i1di1d
'He slept on the bare floor',
Rule 9: The ni-Deletion

8D: =55 X w v - (ni) - NP - Y =
1 2 3 mngb
C8CL AKX -1 0 3 Yk
Oonditiéﬁ: 2.‘i8 the preposition ni and it

precedes an NP; It should be noticed that rule ¢ carries
cut only one simple elementary transformation off delotion.
Note also that rule 9 is intentionally formulated to be
neutral, that is, it can apply either optionally or obligato-
riiy depending on the Sﬁ:of the given structure, Thus, it
epplies optionally in the derivation of the following (a)

sentences from their (b) counterparts:

(59) (a) O 4 gbé dkd oja
(he ~ing reside d®k® o0jd)
'He lives in oke Qja’'.
(v) 0 X gbé ni Ok& Dja
(He —ing reside in Okd 0ji)
‘He lives in Ok& 0ja',

e

1t is possible to regard (L6-L8) as exceptione and descoid

them separately from (52-57). But such an approach wiil D
counter-intiftive.

1

o
e
£
A=
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(60) (a) 0 mé6 ti otito (be 'mow ta; t of truth)
fHe in fact knows’.

(b) Crme 111 ti 6tlt<5
(he know in that - of truth)

1He in fact knows1.
(61) (a) (3 s6ro Ise (it be-difficult doing)
It is difficult to dof.

(b) 6 Sbro nl lIse (it bo -difficult in doing)
11t is difficult to do’.

(62) (a) @ rin ihoho (he walk nudity)
"He walked in the nude™.

(13) O rin n1 Jihbhb (he wflk in nudity)
;He walked in the nude1.

for the obligatory application of the rule . each of the /.

sent ences w ill be the input to get each of the (a) sentences

as output of the foilowing strue tur es:

(63) (a) O ri be (it appear so) "It is so’.

(1) Vorl nl be1 {rt' appear in so) "It is so*.

(64) (a) 6 wl be (he say so) *He said so’.

(b) 0 wi nl be (he say in so) 'Ke said so’.

" We are led to this assumption and, a fortiori, of the presence

tences by the fact that the so-called adverbs, that is, our
nouns, can be topicaliscd thus:

(a) 6 rl bo (it appear s0} 1t is so’.

(b) Be ni (Srl (so ernpii-ma:r-ker it appear)
*So it jLO*m

(a) O wl be (he say so) "He said sof

(b) Begnl 6 wi . (So emph-marvker he say)
o he said
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Our next argument is based on the fact that many
of the so-called adverbs can be gqualified by qualifiers.
Cons ider:

(65) J6j86 mi ni mo J6kd

(peacefully my it is I sit-down)
'I sat down in my ususl peaceful manner',

(66) M& ta rélefdle vd dé ibfi yi o
(do -not bounce féleféle your reach place this)
- 'Do not behave in your Félefdle manner here',

(67) O se asaé ri (it be dédé its)
It Pits it exactly'.

(68) Je kI wém méa se wdddwddh won kiri
(let that they continue do wddiwddld their about)
'Let them go about behaving in their wddlwddl manner',

(69) Wwadtwaad yI kd ran o 16w
(waduwadu this not help-up in hand)
'This waduwadu menner does n't help you'.

(70) N ge ni 6 ¥ yan kOAAGkEAG e kiri
(-ing do it is he ~-ing strut kgrddk¢ndd his about)
'He indeed went about strutting in his kondukondu
manner’ .
Note that jéjé is qualified by mi 'my', Célefdle by rd ‘your',
dédé by rg 'its', woduwodu by won ‘their', waduwadd by 'yI'
‘this' and k¢MdtkEdd by re 'his' in that order in sentences

(65-~70). Thus, it follows that since adverbs do not occur
qualified by qualifiers in Yortbhd the lexical items in guestion
cannot be rightly labelled adverbs, And since it is the pPrero-
gative of nouns to select qualifiers with which they are
semantically compatible, words like félefdle, widlbwadlh, Jj¢jé
and the like can be nothing else but nouns., Any meéningful
analysis of the so~called adﬁerbs and "ideOphones' can only be
presented against this pragmatic backgroun1e And this we hope,

we have done,

| o -
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AR

dfurthermere, there are quite a number of words

-

with which the so-called adverbs share very important

characteristics., BSuch words are:

ojojuné ‘everyday' - 0s@sg 'every week'

cdodin ‘every year' métanéta "three at a time'
néjiméil  "two at a time' djLji 'suddenness'
ogdn "suddenness',

There is no doubt about.it that all the above lexical items

are nouns

hecause they all occur in the environment of the

preposition ni, and, as pointed out earlier any word that

collocates with 1t is definitely a noun. Consider:

(71)

(71)

{75)

the nouns

Ot gigé ni ojojimé (* 6 % sigé ojojumd)
{he —ing work in day-day)
e works everyday',

Adé mt wgn ni méjiméjl (Adé mi wén mé&jiméji)
(Ade take thém in two-two)
"Ade took them two at a time'.

9 ba mi nf djijt (* O ba mi djiji) .

{it react me in suddenness)
"It caught me uwnaware?.

0 dé nf ogén (% O dé ogén)
(he arrive in suddenness)
'He came suddenly'.

011 1o nt Osdse (* 0 A Lo ds0sd)

° £l

(he «ing go in week-week)
‘lie goes every week',
It should e noted that the similarities between
in (71-75) end the so-called adverbs are of a

gort, First, they both occur in the environment

of Lhe preposition ni as in {(46-%51) and (71-75). The nouns
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in (71-75) do so with few exceptions1 while those in (46-51)

do so with many obvious exceptions.

Second, both sets of words are severely restricted
in their capability to cooccur with gqualifiers. The nouns
in (71-75) are more restricted in this respect then many of
the sco~called adverbs. Nonetheless, the only few examples we
know of are recorded here below:

(76) Kiké won ni mé&jiméil y¥ kO nii yd 46
(gatheriné them in two-~two this not be it guick
enough)
'This act of removing them two at a time will not
be gquick enough'.

(77) Wiwd nf ojojumé ve kd yé& mi

(coming in everyday his not clear me)

"His coming evervday puzzles me'.

The noun mejimeji is qualified by 'yI' 'this' in
(76), and ojojuimé by the genitival qualifier 'r&' ‘'his' in
(77).

Third, both sets of words normally do not function
as subject and/or object ol vex?bs‘?w Thus, there are no strings
like the following where the non-terminal symbols could

actually be replaced by appropriate lexical items:

ELERE N i

T Words 1ike &pbdeba and ozbosbin are such exceptions we know of.
They invariably occur as the objects of the verb da/di 'to
becone' as in (i) € 1 di ojojum¢ re (it -ing became every-
' day your)
It i becoming an everyday occurrence
with you'.

(ii) O di xitakitd (it become kltdkitd)

J ‘III

hings suddenly turn into kitakita',
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(78)  (a) = Osdspk V TP
(b) = wp V.  Osgse

(79) (a) = Kf&kI4& V NP
(b) * wp Vo KLak14.

Finally, by virtue of the function they perform in sentence
structure both sets of words can be topicalized and nominalized

identically., Consider:

(80} Adé 1o kidrtd - (AdS go quickly) "Adé went quickly'.
Corresponding with the following:

(81) XKf4ki4 nl Adé 1o (quickly emph-marker Adé go)
'Ade went without any delay at all'.

(82)  KIdkid t% Adé 1o déra (gquickly that Ade go good)
'The fact that Ade went quick was good'.

And, (83) and (84) below correspond to (75).

(83) Osdsd ni 6 f'1o (every-week emph-marker he -ing go)
'‘He goes every week'.

(84) Osdse t1 6 n'Ig k¢ déra (every-week that he -ing
‘ go no good)
"The fact that he goes every week is not good',

However, it should be noted that although in the gloss of (8L)
it is written *fact of going' it is feally the act of going

that is not good'.

Thus, we conclude that both sets of words fit in

primarily into the slots of NP's as implied in this section.

5.0.2 The Ideophones .

Hitherto, what is known asbout the so-called
idebphones is purely COnjécturalo Rowlands (1970) who gives
a penetrating insight into the sufface appearances of the
phenomena, 'to which it has been found convenient to give
the name of ;deOPhones‘ comes near our analysis of the

phenomena by referring to some of them as nominals and

S
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complements. We intend to refer to the relevant parts of the
existing works in passing if and when they throw light on our
argument in the present study.. A close examination of these

works shows a non-concensus of opinion as to what the nature

of the phenomenon called ?he 'ideophone' is., Whitehead (196&&23 rin
says it is an 'indeclinable adjective', Torrend (1921) says

it is a 'mimic noun' and ‘'onomatopeaic substantive'. It is é
left for Doke (19%l4) to label them, first as 'descriptive
radicals' and finally as 'ideophones', the label they carry

up till now.

Note that all the aforementioned authors worked on

African languages, Using evidences from ¥nglish and Prench
ag g 2

we will demonstrate that the phenomenon belongs to the Universal

Base Hypothesis (UBH) and it is not just a characteristic of

a particular language or -a group of languages.

The following, we presume, could be regarded as

'ideophones' in English.

(85) clikety-clack  dilly-dally gumbo-Llimbo
clippety-clop nush=mash pmmﬁpﬁmuﬁakoﬁévﬁofch
ding-dong slip-~shod highty-tighty
criss-~cross tom=-tom frogey-woggy
dum-dum wishy-washy wig-wag
flip~flop willy-nilly rifty-tufty
higgledy-pilggledy whittie-whattie
hugger-mugger knick-lnock flim-flam
hush-hush T rip-~vap ' tick~tack
hurdy-gurdy hanky-panky hel ter--skel ter
goody~goody ' riff~raff tick-~tock
hanky-panky tip-toe topsy-turvy

; sSea--saw tip-top shilly-shally
. zlozap dilly-dally dumwdumq.
wish~wash tag-rag

1 WP . .
Many of thesc are recognized as adverbs, and few as nouns,

adjectives and verbs in Znglish, here our choice is based
on phonological criteris,
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These examples are picked at raadom from 0£D, Our

first observation is that it is not enoush to call all of them

onomatopoetics because, as could be seen at arglance most of
them are not echoes, Our Justification for calling them
ideophones is as follows: first,lthey shov instances of
reduplication which is rare in English, second, certain vowels
alternate and finally, the alternation of thc consonants seen
to be of the pattern (+ gvaﬁe) (- grave) in many cases just

like the Yorub4 'ideophones',

The French examples we suspect to be idcophones are as

follows:

(86) passe-passe 'sleight of hand’

fur-furace tseurfy!'

tic-tac "tick~tack'

mic-nmac "underhand dealingz, foul play'

zig-zag Y zig-zag!

cache~cache  'hide-and-seek’

flic flac ferack (of a whip')

cahin-caha "so-so, lowszly, poorly, slowly'.
5.0.3 . Phonology of the So-called Idconhones .

From the above discussion of the phenomena, it is
obvious that what marks them out distinctlv, regardless of the
syntactic and semantic properties, is their nhonological sur-
face appearance. Ve deem it necesgary toorelore, to discuss
the phonology as.briefly as 1t relates to the present study.
However, we do not intend to discuss i1t in relation to what
we consider to bhe non-productive to the present work, by this
we mean, cries of animals,1 birds and insects; sounds of autow
mobile engines and babbling of children. 411 these and thne

like sowunds are unigue, and almost every humsn being can

R

1 semarin (1967: 36-7).

e - e
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respond to them whether articulatcd or munblcd because

theyj are universal rather than part of any human language.

Hitherto, and to thé hest of our knowledge, there
is only one work in existence on the phonology of the
phenomena (a & D) and this of course, is not meant to be a
full scale work. 4nd neither db4W@ pretend to present a
lengthy work, as renarked earlier, as that is beyond the
gscope of the present work, What we propose to do is to

augment the exisiting works, Set out below is our observation,

5.0l Syllable Constraint of the Idsonhones.

First, the phenomena obey the onen syllable cons-
traint, the only seeming exception to thic constraint, however,
is the presence of intervocalic syllabic nasal in the polysyl-
labic 'ideophonesfi But then, there is evidence which
suggests that thb*syilabic nasal is not an underlying feature
in either the so-called idecphonic and non-ldeophonic forms,
hence, the double pronouwnciastion For many of the non-ideophonic

forms: Consider:

(87) Lkérdgbé o k& i o~ gbd (gourd)
branl. 4 0 ~n -~ 14 ‘dried okro'
drimgbe & - 1~ gbe "thirst'
gdgdricd gbgd - 11 - g 'Adam's apple'
dlde (v) A - de "etand up'
pelé - 1¢ "form of greeting'.

Furthermore, we obgerve that both the' fdeophones' and 'non-

ideophones' observe the Following: (i) (V syllable structure,

g

However, it is noticed that crics 1 tne like are
cer ﬁlﬂlV different fron languaco : ce for instance,
cats do not mwake the same nolsc o an ngdishman and g Jrench-
man,

2 | .
(a) Pourbo“vv (1968) Juvpendaix:  (b) Cvclavan (1971), quite
accurately dees not label them idcoghenes, Mowever, both
Cour?eqay and @velarag posit a zort of sequence structure
Conf?lloﬁ (38C) for non-idecvhonas' but Lack of adequacy
in thely handling oqo foxr ideophiones is appavent. (See below)

it

(3
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(1) nonmnésal vowel-initial and (iii) non-vowel~vowel sequence
structures., Besides these, the so-called ‘ideopﬁones' have
the following peculiarities (a) abhundant reduplication (b) there

are no vowel-initial canonical 'ideophones' (c¢) no single

syllabic elements can constitute an ideophone (d) and finally,

the canonical ClCICIV1 sequence is peculiar to Yorhibd 'ideophones'.

It is obgerved furthermore, that‘a sequence of identical con-
sonants always has identical vowels, but not vice versa. It
is found necessary to cxplain this constraint why the penulti-
mate identical consonant deletion does not apply to this
sequence, except of course if it is fully reduplicated. Con-
sider:

(88) pypd - / ppd + popd / - popOIPY 'of falling in

: . succession’'.
gégé - / gbgb + gbgd / ~ gbégbddab ‘of being costly'.

The identical consonant déletion rule will be discussed later

in this chaptef.

5.1.0 Consonsnt Sequence of the Idecphones

The much neglected area,in discussing the ideophones
in meny languages,is thé sequences. It is the order of the
day to concentrate on the vowels by the various authors ﬁho
care to discuss the phenomena, The frequency of occurrence
of consonant alternations we observe in the case of Yortbd

is the voicing harmony.

This al ternation, that is, of voicing, seems to be
confined to disyllabic, trisyllabic and quadrisyllabic 'ideo-
phones' as will be demonstrated soon in this section., It is
more of a device rather to create further 'ideophones' than
for alternate'prénounciations. The different forms are not

guite interchangeable, but they display a striking fTeature of
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having sets of voiced and voiceless consonants acting as
syllable frames for identical or non-identical vowels.
Examples are:
b-r-gb-: b-r-p bbrogbcl: borop&
of being big and heavy.

gb-m-gb: p-m-p gbaingb&: pMp&
of being large and thick.

r-gb-d: r-p-t rbgbbdb: r 5p6t8
of being of stately bearing/
formless.

g-d-gb: k-t-p gMhgb& khthp &
of stamping hoofs
god 6gb6 k6t6pb
of being round/of being round

and big /and deep.
g-n-g : k-n-g kbhgO
curved stick for /plucking fruits/beating
drums.
g-n-g : k-n-k k&ftk&

of being tall and huge: of being huge.

j-g-d :  j-k-t jegtde jekete

of being crest fallen.
r-g-d : r-k-t rogodo : rokoto

of being/round : bright.
b-r-k-t:k-r-b-t birikiti: kiribiti

of being round,
barakata: karabata

of being round and hefty.
These type of alternations are also noted in
common nouns of ’ideophonic* nature. Consider:
(90) g-d-gb k-t-p - giiddgbd:  Kiitiiptf.
a poisonous potato-like tuber: a low ass

gfdigbb: kdt6p6

of head butting : a small earthenware.
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L g-g-r ¢ Keker glgurd ¢ kGEoro
pop corn o ey
gb-m-gh p-m-p ghbihghd P SIn o
a club
Pkt Drelee pakaté 1 Dbdkdto
a trap cooked cow lep,
g--r~1f S-D -k gsératt sériki1

seraphim ¢ chieftain,

Again, these 'mon-ideophonic’ nouns are more akin %o the
‘ideopnonic' ones in their eing consonant initial., This

fact further justifies our claim that the sow-called ideophones
are nothing more than just nominals and nominalizstion; an

issue which we will take up later in this chaptes,

Bhete Vowel Seguences.

Unlike the consonant sequences, this is an area on
which much that is of interest has been written by earlier
writers as pointed out in the preceding s=ction,

As we mention later in this study, {(Chewber ViX), many

the Yorubd nouns,apart from the basic nouns,are derived from
verbs by prefixation and others are derived via reduplicatlion

(gerunds and 'ideophones' and serialization of verbs).

What is peculiar to the SOmcalledvideophones is a
sequence of identical vowels, it is most renarkable that oll
the vowels in the language both owral and nasal have charsac-
teristics of occurrences in the so-called ideophones. Howover,
we Tind that while a sequence of identicsl consonsnts usually

hes identical vowels, on the contrary, a sequence of identicol

vowels does nob always guarantes the occurrence of identvical

e sy et e e st

1 These are loan words from Hebrew and Fausa respectivel v,
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This is why it has not been possible to state

sequence constraint on identical vowels. Consider:

(91) gb&rhg&d& ‘'of being broad*
f&rbg&db 'of being broad*
minringindin *of being stately* (occasion)
b&rhk&td *of being heavy and slopy*
r$g6d<5 '‘'of being round and small’
kdrdbdtd "of being plumpy and awesome*
kurubdsti ‘powder’
rdgbdb 'of being round and big'
rdgddd 'of being round and small1
gtigdrti *pop corn*

The following are the sequence of occurrence we
observe:

“1

(i) V1-V2-(V2)

kongl *rock*

yangl '‘granite rock'

m & *cap'

gb&du *a type of drum*
dbgb b 'naine of market-'

gbd ko 'for the whole period’
kdngd 'well*

bhidtl 'of being big'
y&ngldi ‘of being hefty"
p&kltl '‘a type of mat'
saworo 'a jingling object*.

(ii) V1-V1-V2-(V2)

khkht<§ "tree-stump’

pdtdkb 'hoof'

pdtdkd '‘plank’

bfetfekdn 'of being big*

g&nn&kii 'of being tall and bumpy'

Note this saying which is common in Yorubd:

'plumpy and awesome like a Cobra*.

Kdrdbdtd bl

a

Okd,
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k&1 &bd "of being bilg-headed'

birik6t6 'of being small and round' (e.g. a hole)
birlkdtd  'of being large and round' (e.g. a hole)
borogidai  'of being bare'

klribdtd 'a kind of drum®

bdrdkini  'a respectable man'

(iil) V1-V2-V1-V2

This group is rare in the language the examples we have in our

1ist are k6bikobl )7
kdéaikéast

of being knotty.

(iv) Vi-v2-v3 (V3)

batiyd 'of being wide (e.g. feet)’

patiye - 'a whip?®
vénnibo ‘a female tortoise'
1dgtdd 'a chimpanzee'

jakhte 'elephantiasis'
£ingbadl 'of being huge'
r3kunmi  ‘a canel'
Patikin  'of being hugef
lakGregbé 'rheumatism'

(v) V4-0-V1=-(V1)

As indicated by (v) the sequence has an intervening

syllablc nasal. Consider:

gbanlgba 'of being wide and heavy'

gongd 'a type of insect'

bembg 'of being rotund’

bibé 'a type of drum' :

bembé Yof being small (e.g. of piece of cloth)
kdhgo 'a curved stick for beating drunm'

poifipé Ya club?t

1 The two examples are found in Delano (1958: 127), as previously
ment loned, the pattern is rare in the language hence our
suspicion that they may be cases of reduplication.
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kdhkdsh 'a sieve*

kdhkdto *a god: the name of a bird*
yanturu 'of being expansive*
wantara 'of being fev;'.

As we pointed out earlier, there is an independent evidence
which suggests that the syllabic nasals are not underlying

features. We shall take up this issue later.

(vi) V1-N~V2-(V2)

lh htl 'of being heavy”

jbfnbb 'of being big*

b &fltd '‘a triangular-shaped men's underwear’
sbhtl '‘of protruding object'

p&iishlui 'stool’

(vii) V1-V2-v1-Vv1
pdkdtdrd '‘a small earthenware*

(viii) V1-V2-V1-V2
pagidari ‘fancy that'
(ix) V1-V1-V2-V1
gbedemuke 'of being ceremonial’
(x) V1-V2-v1~V3
jAkdrAdi 'of inferior quality'
(xi) V1-V1-N-V1

gbalanja 'of being long and slim'

: Kéhkdto as a traditional god is associated with the children
hence the song: kdhkdto 6ri$& bv/e/ /IB1 kdhk6to h r'odb

'k6hk6to the god of kids/ /When kohkdto is
going to the stream'

Ma r'dgbde ma r'bko
'l will buy bananas | will buy dkoJ
(& type of corn paste).

Why it should share its name with a bird is not clear.



ﬁ@l@ngé 'of being slim'

Jelénké 'of being easy and pleasurable’
gdlafgd 'pit latrine (salga)'
gdgdrigo 'Adam's apple'.

(xii) VA-V1-N-V2

adadigbd  'locust bean fruit'
yolenka 'of unsteady running'

(x1i1) VA4-V4-N-V1-V2
Pabanbari Talag!!?

kalambar! = 'name of an ethnic group in S. Nigeria',

The above thirteen patterns are the only possible
sequences of occurrences in the language. By this, we mean
the only meaningful possible patterns of seqguence of occurrences
because the seguence is very productive, but there it ends,
because beyond the thirteen sequence of occurrences analysed
above the productivity results in meaningless Yordbd lexical

itenms.

5.1.2 Syllabic Forms of the Phenomena.

It is neccssary to show different types of syllabic
forms of the 'ideophones' for ease of reference rather than

for an explanatory insight.

Two types of\ﬂdeophones' are prevalent in the language
namely: those we regard as 'regulars' are basically the mono-
syllablic, trisyllabic and quadrisyllabic ones. They are not
difficult to identify because they more often thean not have
identical vowels and could be noninalized by prefixation.
However, among this group only ﬁhé monosyllabic idegphones
are severely restricted because of their shortness. But they

always have identical long vowels, The 'irregulars' are

quadrisyllabic in nature and we have some longer ones in the
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language. The criterion for our classification is the number
. of syllables an ‘ideophone' has before it under goes syntacti-

cally and semantically conditioned reduplications if it is

necessary for 1t to do so.

5.1.3 Monosyllabic 'Ideophones’.

These are mainly of one single consonant and a vowel.
The vowel which is always long phonetically can be kept short
in the lexicon and the length be extracted as & prosody or
feature to he added by a phonological rule of vowel lengthening.
This could be justified by the fact that the lengthening is
both syntactically and semantically motivated. However, this
gset of the so~called ideophones could still be further lengbthened

for topicalized effect., Consider:

(93) (1) gbil 'of something hitting the ground'
ghad 'of malleting something'
gblt 'of a collision'
wdO 'of being relieved'
00 'of outstretched hand'.

This same type of phemomena is found in disyllsabic ‘ideophones’

as witnessed by:

(ii) ydnmlun 'of chewing hastily’
gbtrtu ‘of pulling outf
dhgpéd 'of carrying something sloppily’
sutaa 'of bumping into somethiing'.

However, it is observed that these disyllabic forms are

capable'of undergoing 'distributive' reduplication when

their vowels are not lengthened as in the following:
(111)  yonmdydnmd

ghurtegbiri
atigbedtg b
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with almost the same meanings except for topicalization. That
is to say, that the vowel lengthening and the disfributive
reduplication are mutually exclusive. It should bhe noted
however that the vowel lengthening is not peculiar to the
so-called ideophones alone there are many other instances in
the language as a whole, it is this fact that lesds to our
conclusion that it is syntactically and semantically motivated.
Other occurrences of the vowel 1engthening we observe are as
follows: (a) in desiderative matrix verbs after the applica~
tion of Equi-NP Deletion rule (see Chapter III for details).

Consider:

(o) G £6 6 1o

3

which derives from (95).

Se
NP - “vp
f ‘v'""/w/\
[4 De% S?
s “://\\
N NP ?P
I
?
i
0 . f6 6 1o
(he , want  he £o)
'he. , wants he goes"®,

After Bgui-NP Deletion rule has applied the subject o the
embedded sentence is erased. The dangling NP node is automa-
tically occupied by the lengthening of the vowel of the

desiderative verb,
To Jjustify our theory of the source of the extra

syllable constructions like (94) above cited below zs. (96) is

an example of a sitructure that has no desiderative verh,
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(96) 0 f6 lo
(it blow go)
*It blows offlaway1

which derives from (97).

_*+ Pre;

(it blow lo (go)
offlfaway*.
Note that/the subject of (96-97) is inanimate (b) Vowel

lengthening occurs also in echo questions; (c) in an expression

of sincere denial

e.g. mi ori i i
(me not see sincerely it)

*Sincerely, | did n*t see it1; and
(d)-in certain prepositions
(98) e.g. imi un tin Ib

(put it on ground)
*Put it on the ground* .

It is possible that all these instances of vowel
lengthening are part of the same phenomenon but their functions
are different and contextual. We do not intend to go further
on the status and sources of vowel lengthening in Yorubd as it
is a wide enough topic to constitute a thesis by itself.
Suffice it to say that its role in the so-called ideophones

is for intensity and the sound effect of the activities

concerned.
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_aimE

5.1.4 Disyllabinc ‘Tdeophones!

52 amw

’

The disyllabic ‘'ideophones' have a CVCV structure,

where the consonants, the vowels and the tones may be 1dentica1i

that is, identical consonants m‘identical vowels + identical
tones, E.g. pdpd ‘rield’, .
where we have C1-V1-C1-VI snd (+H) + (+H). Or everything may
be different: Consider:

ghdko 'a whole perindl

where we have CinV1]-C2-V2 and (+1) + ( "'I")

Other examples are:

(99) (a) werd ‘quick' (b) ddad  'fried plantain'
(e) ford ‘tor bursting
ous’ () péré ‘only/of belﬁg
cute'

However, it is observed that many of the so-called
ideophones of disyllabic forms can undergo prefixation and
rodupilcation o provide further nominalization. The following

are a Tew examles:

(100) (a) val A "loose garment'
yalayalda  'of being very loose'
(b) o-r&rs "tale bearing'
CTEEG ‘of being fast of mouth'
(¢) a-icre *a perforated container'

jereiere  'of having holes'

(a) o-kinxdn  'stralght ahead'

kenhén ‘of peing fastt,
5.2.0 Trisyllstic *Tdecnhones'

The ideophounes in this category are of the sequence
CV CV CV whare a}e vorels and the tones may be identical. It

is rave to find id: qtical vowels in the category. Examples:
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khkutd ‘tree stump*
kdifpe "of being small (garment)*,
pbpdie ‘mud bed’
fbihfb *of being wide*
bbbrb 'of removing skin quickly*®
bdbbrb
d*brb
'of loose and hanging lip s'.
dpdere
5.2.1 Quadrisyl1abic 'Id eonhones'

These ideophones have the sequence CVCVCVCV which
may reduce to CWCVCV, CV - N - CVCV, and CV CV -N-CV on the
surface where only the tones, and the vowels are identical.

It is observed that many of the quadrisyllable ideophones
have no identical consonants. In fact, there is not a single
one in our list. It should be noted that many, if not all, of
the examples with identical consonant sequences are products

of one form of reduplication or another. Consider:

(102) (a) g&g&gdgd 'of being huge'
(b) rorordrd "speechlessness”
and
(c) fdfd - /fdfd + fdfd / - fbfbbfe
i.e. 'distributive™* reduplication with penultimate consonant
deletion. Examples of quadrisyllable ideophones:
(103) .(a) bbrbkbtb of being .fat'
(b) k6r 6bbt (6 of being coily, fat and awesome*
(c) dbdbhgbd locust bean tree'
(d) pdrfipbla a type of tree”
(e) porogodo of being finished (m atter/
m aterial)'.
5.2.2. Reduolicatj. on-

Just like its sister, the gerund, the 'ideophonic

reduplication is very productive. However, there are two
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types of reduplication which should be recognised in generative

grammar. One is the morphologically-conditioned feduplication,
v .

which is usuallyp%(tial-«r'eduplication° The other is the

syntactically~conditioned reduplication.

Morphologioallyhgonditiohed reduplication is unanalysoe-
able and non-recoverable, It usually involves copying a whole
syllable, It is correctly labelled as 'frozen' reduplication,1
It is difficult to tell whetﬁer the process of copying is

forward or backward, Consider the following:

(104) (a) kdkdrd insect
(b)  kokérd key
(e) asad fried plaintain
(a) gbagbara of being huge
(e) pdpd field (see 5.1.4 above).

As there is no obvious way of showing how copying
rules apply to produce these forms, we suggest therefore, lhat

they remain in the lexicon in these forms.

But on the contrary, there are those that are of
syﬁtactically»semantically‘conditioned reduplicaticn., This
group is predictable, analyseable and recoverable., They are
more productive than the morphologically conditioned ones.

Th@ reduplication is both full and partial, as well as forward
and backward, They could be 'distributive', tone - conditioned

or of partial-reduplication.

The distributive reduplication covers a lot of
reduplicative processes in the language. It is always full
and forward. It covers almost all forms of nominalization

in the language, as witnessed by:

Courtenay (1968: 115).
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(105) (1) gbdmogbomo (gbé omo - carry child) 'kidnapper'

woléwol é (wo-11é - look housef 'Sanitary
' Inspector’

pejapeja  (pa eja - kill fish) "'fisher man'.

T (ti gmg - of child) 'children and

all!
tindtind © (ti ind -~ of stomach) 'sincerely’

t316t116  (ti-1il1é -~ of house) 'all the
' household'.

(ii) ‘tomotomg

(i1i) méjiimé&ly  (md é3j1 - take two) 'in twos'
odgodiin (pdtn odiin - year year) ‘every year'.

Note that those under group (i) are agentive, (ii), prepositional

and (iii) numerals and quantitative nominalizations.
Next is the reduplication of the so-called ideophones:

(106) (a) gbdgildl (basic) ‘'of being huge'
ghbagidl -~ ghagidil (distributivéfof several
huge things'
(b) xéré " “(basic) ‘'of moving quietly'
- kéré-kéré (distributive) 'of moving quietly
several times’
{c) gbirigidl (basic) ‘'of rolling on the ground'
gbirlgidi-gbirigidl (distrivutive) 'of rolling
along on the ground'.

5.2.3 Partial Reduplication.

This type of reduplication is about the most produc-
tive in the language. It isg basically of two types the first
being the gerundive reduplication which involves prefixing a
copy of the first consonant of the verb stem, and a high-tone
/ &/ on the stem,itself,.this type has already been discussed
in Chapter III and also as cognate nowns at the early part of

this Chapter, DIxamples are:

1 See Chapter IV for the formation of this type.
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(107) (a) ¢ ‘go'
1ilo 'going'
(p) stm "sleep’
sfstn  'sleeping'.

1861

The second type of partial reduplication which is

peculiar to the so-called ideophones involves copying a

elther final or initial on the stem.

(1)

syllable GV,

(108) ‘BOZOYO - QOLOrogo:

the
tof
the

pepere -~ peperepe: being

Yor

(copy the

(i)

Yof being
(copy the

syllable)

ghagldl - gbagldidl ‘of being

(copy the

rUbbty - bWttt Yof being
thick?
(copy the

5.2.4 Phonological Rules,

Consider:

loftiness' (eopying
initial syllalle)

cute' (copying

initial syllable)

dragging something'

initial syllable)

wide'
final

bulky!

final syllable)

round and

Pinal syllaole).

Like many other lexical ltems the so-called

ldeophones have almost the same setsg of phonological rules,

in actual fact, even less phonological rules than

most of

the other lexical jtems as will be demcnstrated soon.

The r-Deletion Rule

Liet us consider personal names/cognomen

1 o1
s flest.

v mp

1 These are personal Orfkl's some of which are talen as perucnal

names by some people.

st

. NN PR
(cr., Ab?;‘a.hanmfzéfﬂ)_‘)bz 827 })
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(109X (1)  Awdré - Awdo (one who is wasked

, to stay)
Akanros -  Ak&né (one who is nailed
. " to stay)
Adéribighé ~ Adéfibigbé (crown finds a place
. to live)
Adégordys - Adégoéyé (crown mounts chieftain).

(ii) Basic Nouns:

aghdra - agbéa 'strength'

4

dghard - ‘Agbdd 'erosion'
Abarg -~ &ba4 'a slap with open palm'.

(ii1) The so~called ideophones:

ferégddd -~ f2dgedd  'of being broad'
farard - Lidrd 'of fast motion'
poregodo -~ poogodo ‘completel y!

ddrdml - addml 'of being long'.

It should be noted, however that this rule does not

apply to many other Yordb4 nominals., Consider:

(110)  kerewd '"bracelet !
hérébo: worobo '‘confectionery'

yertpd: werdpd 'an itching plant'.
The rule then is as follows:

Rule 10: /e/ deletion
/r/ - (V) ¢cv - Vv (CvV Cv).

5.3.1 Identical Penultimate Consonant Deletion Rule,

This is another rule which covers almost all nominals
in Yortbd besides the so called ideophones. It could be

regarded as a general rule: Consider the following examples:

(111) otTt§ =~ OIt6 - o646  'truth’
dtlte - dlte - OOt "stamp’

1 This is also noticeable in personal names such as: Ajékighé -
Ajéigbé - Ajdegbé (money not perish) ‘an outlay will never be
a total loss'., Olékitén -~ Ol4itdn - Qldetédn (honour not finish)
‘honour can never end'. (See Abimbola, W., Oyelarvan, O,

(1975: 54).
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agogo ~ aogo - aago *cicck/bell ™
6 rirl - 81rf - 66rr *dlr 1

egiguri eigun - eegun "honeT

8yiy& - 5iy6 - 86yd *comb*

6did! - 81dI - fe6d1 *cor3c*

bdodo - dido - 8odo , *truth*

6dgd8 - 8de r 86(16 "hal1-way1
81£18 - - 8814 *a dough made

However there “are mexamplea which the rule

mto even though the CD is met; some of the exc.

(112) by&ya. icheerfulness1
8d8d6 *flower”
8rinrin lchilly period*
abbbb "fan*.
5.3.2 Vov/el Deletion,

As we mentioned earlier in this chapter, the
syllabic nasal is not underlying the so called ideophones.
Hence, the following examples have alternative pronounciations

in the language:

(113) (a) pdrip61a p6hp01a ?a kiin
(mb) d8r8gberd dém gb§rg *loos-d
(c) ak8r8gb8 aké A gbh6 *gourd
(d) k8r8gbb k.6 A gbb *gourd
(e) gbgbrigb gbgbhgb *Adam*
() k8rik6 - k6nk6 "w o If*
(9) kdriko kdnko ‘grass

The rule we posited for the vowelL deletion is tnis:
Rule 11: Vowel Deletion Rule:

V. 9 IC - CV (CV).
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5.3.3 Metathesi

ooz AT s

0]

;

This is found in the following words in which there

are transpositions of penultimate and terminal consonants.

Examples of such words are:

ervku ekury ‘dust'

kodoro korodo 'of being bare'
kodoro korodo

paore TETs "of bent object’
kdddrd kdroddd

These are the only examples we have in our list,
why the transposition is restricted to /k/ and /r/; and /d/
and /r/ is not clear. This, however, is a matter of interest
for further research as the scope of the present study

excludes an elaborate discussion of Yortbd phonology.

5.3.4 The so-called Tdeophones and Factive Nominaglization.

8o far, we have been discussing the nature of the’
phenomena known as ideophones by some Yorubd linguists. This
discussion we hope, serves two purposes; First, we know the
nature of the phenomena. Second, knowing the nature puts
into ﬁrue'perspective our discussion of nominalization in

Yorub4d.

Earlier in this chapter, we argue that our deep
structure proposal for the factive nominalization will solve
once and for all, all the mysteries that shroﬁd certain
structwes in Yorubs. One of the structures being the so--
called ideophones. It should be noted, however, that the
phenoména are not more ideophonic than any other Yoribd
lexical items (especially %hose we have.argued to be nouns)

of similar phonetic realizations in the language. Bamgboge

(1966: 127) says of them, 'agverbs for which no independent
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translations are given are ideophones. Their meanings’ he
contends, ’'depend on the verbs with which they are in colloca-
tions"'. However, no penetrating account of the phenomena is
given. Newman (1968: 117) remarks’ideophonic words in Hausa,
whatever their function, are lexically tied to particular
verbs or adjectives. This’ is common feature of ideophones,

in African languages’ he concludes, ’'Tera ideophones, by
contrast, are not lexical adjuncts of particular nouns or
verbs-ideophonic words may freely co-occur with any word with
which they are semantically compatible™. What is observable
in these types of remarks is the author’'s identification of the
phenomina with verbs and adverbs, and nothing can be far from

truth than this.

As remarked earlier in tnis section, we are in
sympathy with Mr Rowlands conclusion that the so-called
ideophones be analysed as nominals. Thus, we discover that
they can be qualified by a possessive pronoun and a relative
clause. They could be used as adjectives as well they could
follow the derived nominal forms of a verb that can follow
the verb. Consider the following examples:

(nil) Kobhto rb ni ko k;f 6 Ib rin
(flaby his/her/its is not let that he/shel/it can

walk)

*His /her/its rotundity retards his/her/its movement®.

(115) Omo loVbit1 yen ni agbira (child hefty that has

power)
"That hefty child is strong’.

(116) Hifunfun bdldii rb wu mi (being white snow its

appeal me)

Its being snow white pleased me’.
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(11%) Omo roboto na wd a ki ml
(child cute the come to visit me)
‘The cute child came to visit me*.

Note that the examples given are the following; the
phaiomenon qualified by a possessive pronoun (11U), modifies
a noun (115), follows the derived nominal of a verb (116) and
used as an adjective (117) respectively. (11 6) is conventionally

represented as (118).

(118)

NP" ‘please "me1

S2

+N

+IDEO
Tt ‘white1 ‘snow’ .

That the so-called ideophones are nominals is

obvious in that many of them function as factive nominaliza-

tion. Consider the following:

(119) Roboto r& ddra
(round and sizeable her good)

‘Her being round and sizeable is good®.

(120) Dddd m inij6 r€ wd ml *

(being black and smooth its please me)

‘Its being black and smooth pleased me*.

(121) Roboto wu ml

‘Her being round and sizeable pleased me’.
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(122) P& 6 fadlgbdn déra (that he tall and hefty good)
'That he is tall and hefty is good',

(123) O ddra pé& 6 fadigbdn
(It good that he tall and hefty)
'It is good that he.is tall and hefty'.

(124) Fadigbdn r¥ déra
(being tall and hefty his good)
'His being tall and hefty is good'.
The structures (122) - (124) display the complement structure
that + Indicative to show factive nominglization as argued

in the earlier section of this Chapter.

Now, let us go bhack to factive and non-factive verbs,
It is observed that while the verbs in the two groups are

capable of talking pé 'that', it is only the subject embedding

factives that take kikl dd pé S complements. However, it is
the presupposition that makes the distinction between object-
embedding factives and the non-factives; but not the fact

that the factives can take kikl _d4, Asén and Ogédé as witnessed

by the following examples:

(125) Factive

Mo gbdghé pé 6 wé (I forget that you come)
'I forgot that you came’'.

Non-factive

(126) Mo fura pé 6 1¢ (1 suspect that you go)
'T suspected you went'.

Note that 'you i?mi' in (125) is presupposed whereas it is
ha

not true of (126)!‘that you went'. is presupposed. Further

tests to (125) Dby negating and questioning it prove that the

presupposition is unaffected. Consider:

(127) 1 kb gblghé pé 6 wé (I not forget that you come)

'I did not forget that you came'.
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(128) N j& o gbagbé pé o wd ¢ (QW ~ you fgrget that you
come

'Did you forget that you came 2°%.

On the basis of this analysis ﬁe recommend that factivity be

ingrained in the grammar of the . language,

5.44.,0 Emotive/Non-Emotive Nominalization.

In conventional generative grammar, Rosembaum (1967)
proposed that ' ' for-to and Poss- ino were the features on
the heads of sentential complements. These are arbitrarily
inserted by a complementizer placement rule, The infinitives,
for instance, are derived by a for-deletion ruvle. This is
unwprkable in Yorhbé because Yordbéd does not recognise the
placement rule since the appearance of the complementizers

in Yorib&, that is; pé 'that' pé ki that + subjunctive, and

14ti/ati 'to' depends on some crucial semantic facts about
the matrix verbs as we have demonstrated in showing the

distinction between factive and non-factive verbs,

The factive and non-factive distinction already
outlined can explain the occurrence of pé (that + indicative)
in several factive and non~factive nominalizations. It also
explains the copying phénomenon peculiar to some verbs and
a sub-set of nominals labelled as the ideophones by some

Yorib4 grammarians, .

The emotive complements are those to which the
speaker expresses a subjective, emotional or evaluative
reaction, in fact, all predicates which express the subjective
value of a proposition rather thean knovledge about it or its
truth value (c¢f. Kipavskys (1968: 363), Stockwell et al (1973:
345)) The distinction between the emotive and non-cmotive

verbs cuts across the factive/mon-Tacltive distinction because




there are factive emotive and non-emotive verbs. It

be out of place here,

non-factive verbs.

Eactive

as sub.iect-embed-
Ain.fi

as obiect-embedding

Non-factives

as subject-embedding

as ob.Ject- embedding

The question,

second distinction we provide, is.

guestion is not so
distinction,
complementizer, pd

treated in Chapter

we observe,

if we do what we did

Consider the following:

Kmotive Non-emotive
yd 'to be time’
rqr&n 'to be easy1
yd 'rig h t1 h&n ‘'clear’
pd '‘paysi fi h&n 'show!'
ddra 'to be good'
td 'suffice™
y$dd 'to be foolish*
pdidyd 'bother*
re p&t&kl 'important®
ko yoyo 'surpasses'’
Kdrira: 'hate1 gb&gbd ‘'forget'
f dr&n: 'lik e si paya 'make explicit'
kd resent: fi sdkan 'bear in mind"'.
Emotive Non-emotive

b6 si ikanju jd s I: "turn out'

'urgent'

dcibl  'seem'

ydra 'eager' plw<J: 'stop'

sdre '‘pray’

sdp d 'curse’ SoO: "say1

one may ask,

hidden to be difficult
Ki

Il above.

The answer
to getat.
provides the source

'that + subjunctive’

189
w ill not

for the factive/

is how relevant this

to this
The
for the other

which we have
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The pé ki complements belong to the emotives "to
which the speakersexpress a subjective, emotional, or evalua-
tive reaction'., Sometimes it alternates with fim- 14ti 'for-to'
as in the following examples. ‘
(129) (a) O t6 pé& kI A -lo

(It fit -that I go)
'It is befitting that I go'.

(p) € t6 fin mi 1461 1o
(It £it for me to go)
"It is befitting for me to go'.

(130) (a) 0 d4ra pé& ki i 1p (It good that I go)
‘ 'It is good that I go',
(b) 0 déra fdn mi 14%1i 1o
(It good for me to go)
'It is good for me to go'.
In the (b) sentences of (4129-130) the occurrence
of f£un can be accounted for as due to an insertion rule which
applies whenever subject~to~obhject raising applies to delete
and raise the embedded subject mo ‘'I' to the object position
of ‘the matrix verbs 't¢° 'to be fit' and dfra ‘to be good'
while the remaining parts of the sentences become infinitives.,

(8ee Chapter IIX above for details),

Notice that pé 'that' is semantically empty in this
environment since it could be opdionslly deleted by semantic
redundancy rule to convert the (a) - sentences of (129-130)
to (131 (a) & (b)) respectively as witnessed by:

(131) (a) G "t6 ki 4 1o (It £it that I go)

: 'Tt is befitting that I go®.

(b) 0 adra ki # lo (It good that I go)
"1t is good that I go'.
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Notice also that it appears that pé ‘that' can be

inserted whenever there is an embedded sentence ﬁhich is not
a relative clause, This possibility suggesis itself more
strongly since of all the complementizers, pé ‘that' has the
least strict cooccurrence restricﬁion with tense and aspect
markers., Consider the foliowing:

(132) (a) O s¢ Pé dun B 1o (he say that he ~-ing go)

*He says that he is going’.
(p) 0 so pé AGE mba A 1o

VOIS et e

(he says that Adé - habitual- fut-19)
'He says thal Ade usually goes',

(¢) 0 89 pé kI 11 1o (he says that I go)

'He says that I should go'.

(a) G sq pé kI v mda 1o

(he say that I should go)

'He says that I should keep going'.
Quite unlike pé the complémentizer ki cannot cooccuwr with
tense and aspect markers. It should therefore be pointed ocut
that the rule that inserts pé is more general than the onc
that inserts kf. Notice that in (132 (a) & (b))} the verd o
'to say' is not quite the same as in (132 (a) & (c)). 1In the
former 1t 1s plain reporting whereas in the latter it is

desiderative, hence, it can take the ki~ complementizer.

Similarly f£dn *for' occurs only after emotive
complements, and that,we presume accounts for its insertion

in the (b) sentences of (129-130).

In this Chapter we have used the semantic classes
of verbs to determine the types of complements they are capable

of taking and thereby clear the mist that has surroundod
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previous analyses by some Yordbd Grammarians,

The True Adverbs

The lexical items that are true adverbs in Yordbd are
only Tfour in number. These are (i) gé 'certainly', (ii) n4
"for a minute', md ‘ever again' and ri 'ever before'. These
are post verbal elements, They can occur with any verb or

group of serialized verbs,

Professor Awobuluyi (1967: 61) arbitrarily subcategorizes
the verbs into three groups ‘'according to which of the two
embedded sentences they take thus':

(i) (i) (iii)
g0  'to say’ 6 'to want' so  'to say'
wi 'to say' gba ‘to agree’ gbd  ‘to agree’
rf 'to realize’ jé 'to pernit'

gbé  'to hear'
jé¢  'to be',

To group one verbs, he assigns the frame
[+ - pé As 4~ 7] for 'sentences whose objects are introduced
by pé. He assigns the frame tf+ - (ti)]ﬁG;] to the second
group of verbs "whose objects are always Introduced by ki.

Notice that this is a classification of convenience
since 1t 1is not motivated either syntactically or semantically.
First, we obscrve that it is not enough to sub-categorize
verbs because thelr complements take pé and almost all
embedding comlements in the language arc susceptible to
taking pé. Second, note that two of the three cxamples
guoted in the second group of verbs also take 14ti to
introduce infinitives, that is, £& and gbi. Finally, we
do not see any difference between his second and third grouxs
noting the fact that pé is a much more general subordinator,
and that the verbs in the two groups are desiderative verbs.
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CHAPTER V.
GhllliRAb ALO SPhCIlwIG CLASS3IPIP.R3 -

6.0.0 THG AKTIQLK.

In this chapter, we propose to discuss the
classifier system in Yorhba. In the first section we
discuss the article, and the term ’'article 1 should be
understood to mean all the determiner elements in this
work. So, we shall make no distinction between 'determiner1
and ’'article’ since all the items discussed in this section

are recognized as ’'articles’.

The items that are treated include those that
are called ’'the deictic’ and 'post-deictic’ qualifiers in
Bamgbpse (1966) ,' namely;

(1) the deictics

(a)

"this’

(b) wSnyi

"the se’
(c) y?n

"that’
(d) v/Qnyen

"those’

(e) wo

"which’

Bamgboge (1966; 11U).
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(2) the post-deictics

(a) 'ng*
’exactly; even'.
("b) pdapha
'too 1
(c) nikan
‘alone’
(d) gbogbo
‘all’

(e)
1even’

These items constitute the ’full list’ in

Professor Bamgbose1s analysis, and they are determined by

the surface structure jjhenomenon of occurring as the last
set of elements in surface Yordba Noun Phrases. Thus, the
criteria of determination are surface (see Chapter | for
discussion of the inappropriateness of the surface analysis)
The criteria we use in this section to separate the two
classes, that is, Bamgho”ie's deictics and post-deictics are
the presence of a syntactic feature which we designate as
£+ intensive_J7 for post-deictics and the nominalizability
of the deictics. Thus, the items that can he nominalized
turn up on the surface structure as Bamgbope's deictic
qualifiers find those that cannot be nominalized turn up as
the post-deictic qualifiers. It is observed that the
nominal counterparts of the deictic qualifiers are
respectively;

(3) (a) Evi

'this, this one, the one’

We use the standard autograpliy instead of 1199' an *gonpn’
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(b) fwprys

s atd i s

"these, these ones'

(¢) iyen

N

‘that, that one'
{d) iwonyen
"those, those ones'

(e) éyinl
"that, that one’

(£) iwonnl

o A ]

'those, those ones'

Notice that the nowminal Lorm &ylinnl "that one' is apparently
a compounding of &yl 'the one' with pl 'that'. This, however,
is immaterial to the claim we meke, the significant thing is

that 1t is the nominal Torin of ni "that'.

We observe, however, that the 'Full’ lists in 1
and 2 constitute just a ?art of the Yorlba determiner sy stem
since other deictic categories like that of per son for
personal pronouns (cf Lyons, J. (1968 [ 276-8)) are not
conasidered as deictics in Bamgboge's analysis and therve are
determined features like specilficness which are not accounted
for in Bamgboge's system because they are not represented by
formatives in surface structure representations. Besides,
personal names are generally definite, but they are rarely
followed Dby the definite article at the surface level. Thus
no adequate treatment of the Yoruba determiner system can be

carried out at the surface level.

It should be noted that in treating the articles
within the transformationsal generative work, Ifour main

L.

‘s : . - . cea A
positions have been taken. The first position makes the

Chomsky (1957) and Lees (1960).
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gL

articles occur as the terminal symbols in grammer. In
Chomsky' s Iramework, articles are handled like other Jexical
items except that they form a closed set wﬂile others
constitute an open set. However, in Chomsky (1965) where
articles were treated the_same wa& like any.other lexical
items another step was taken, that is, the system of matching
features of terminal nodes of articles, for instance, those
of agreements, with other lexical items. Thus, if ¥ is
specified as /g wWumber, # Geﬁder, J Case 7, where ¢ and
& could be an integer, the article is similarly specified.
One should note also that articles are still treated as
other lexical items in Chomsky (1970) and (1971) although
all the symbols of grammar (including the articles) are now
regarded as 'complexes of features‘,1 which brings about the

idea of second lookup.

Thus, the suggestion about a transformational
derviation of articles (especially definite articles) is
besget with dlrmnumerable difiiculties. Considering these
difficulties, we deem it unnecessary ho embark on the

procegs of deriving articles transformationally Teom

deleted sentences.

Yortib&a articles are not content words (Contentives)
since they 4o not have features of contentivesz like the
possibility of comnstituent negation, or the possibility of

v stative_/ distinction, or possibility of occurrence as

Chomsky (1970: 207-8).

For more information on contentives see Bach, 1. (1968:115).
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the partitive of other itews. What is more important is
that there is no rule ART --% ART agnd ART, which is similar
to NP —w TP and WP, or 8 —3» § and 3. Notice that what we

refer to as the nominal forms of .zriicles here ape the

Demonstratives in traditional graminar,

Now, it 1s these nominal Torms that can be
conjoined. Considerg ’
(4) Hua &yl ati iyen wh
(bring this-one aud that-one come)
'Bring this and that!
but not
(5) =MG yi ati yen wa
(bring this and that cone)
'Bring this and that.

.

6.0.1 Definite and Indefinite lMeatures.

As observed in the last part of the preceding
section, a proposal of a sententlial derivation for articles
©is not ﬁery desirable, as such a proposal will lead to an
infinite derivational circulsrity. For instance, the
underlying representations, that is, sententiel, will still
include ariicles. The typé ol' sentential derivatlon we
propose Tor (6) below is treated Ifully in the latter part
of this chapter, Now, if for the deilinilte article, we have
the sentential substitute iﬁ).

(6) eyi ti 6 dhghd

(the-one vhich is definitez)

Ythat which is delinite’
Fotice that the first dten in the yroposed loglceal siructure

&yl 'the one' still contaius the chuivelent ol the definite




article as the Bnglish gloss even suggests. Notice that it
is only what is definite that cen be referred to as gyl in
the language. Now, in the 1oéica1 structure of the definite
article portion of %yl, the whole of (6) will be repeated.
That is, we shall get another &yl and the whole process will

be repeated gad infinitun.

The definite article_g@ 'the' presents no problem
ag it behaves just like the Bnglish equivalent 'the', except
that its occurrence is post nominal while the English definite’
article occurs prenominal. Consider:
(7) Omeoktinrin nf 1o

(boy the go)
'"The boy went'

Notice that the noun gmokunrin 'boy' is identified Ffor us

as one special known example of the species whereas in (8)

(8) Ompkunrin kan lo

{(boy a go)
'A boy went'

the noun is not identified for us in which case it could be
any omokﬂgﬁiﬁ "voy'. However, Yoruba invariably deletes
this article optionally in many expressions. Consider:

~(9) Bubd r® jé jagunjagun (father his is soldier)

'His father is a soldier
(10) Bbba rp jé jagunjagun kan (father his is soldier a)
'~ 'His father is a soldier! \,

Notice that kan 'a' in (10) is not the same as its
homophonous singular cardinal nunmber as this will not be

T

semantically compatible with the noun jagunjagun in (10).
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However, (10) can be given the interpretation of 'a certain

.

warrior'.
6.0.2 The Determiners.
The remaining determinérs in Yorlbé& consist of
(11) (a) sogo *single!
(b) kéaka 'shere, hardly'
(c¢) pand 'especially’
(&) péré tonly!
(e) ganan 'specifically, exact'
(£) nikan 'alone'

(g) mélokan 'some, a few'

The determiners pogso and péré occur with quantity nouns only,
however, the occurrence of gogo is severely restricted to the

environment of the singular cardinal number only while péré

is not so restricted., Consider the following:

(12) Mo ml dkan sogo (I take one only)
'I took one only'

but not

(13) *Mo ml mgwa sogo (I take ten only)
'T took ten only'

rather, (13) will be acceptable if péré is substituted for
soso thus:

(14) Mo ml méwa péré& (I take ten only)
'I took ten only'

Professor Awobuluyi (forthcoming) rightly observes that
classifiers in general narrow down the conceptual range or
meanings of nouns. However, there are general and specific
classifiers and this is the focué of the next section. In
the meantime let us give Turther examples of the determiners.

(15) Agbara kéka ni & £i 1& rd U
(force shere it is he put can carry it)
'He could hardly carry it'.
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(16) 0Jo ferhn agp, papid 2wl dhmhsi

(0Ojo like clothes, especially garment damask)
'0jo likes clothes, especially damask garments'

(17) Iyen gen an ni mo £& (that exact it is I want)
'L want the axact one!

(18) ko lo ¢jd mélokan ni Eko ni &si
(I use day few in Lagos in last year)
'I spent a few days in Lagos last year'

(19) Adé nikan ni & lo

(Ade alone it is he go)
'Ade went alone'

In concluding this section, we suggest that &yl
and_;xgg be treate& as tho determiner.gﬁ in the component
features but different Lfrom nf with respect to the feature
¥ DEM 7 and differing from each other only by a single

feature [/ + FAR 7.

6.0.3 Classifiers.

In this section we made a distinction between
basic and derived nouns. As observed later (Chapter VII)
an examination of the internal structure of more complex
nominal pieces reveals that it usually incorporates the
major grammatical relations found in a whole sentence, That
is, within the complex -.subject of a sentence, for example,
we might £ind the transformed subject, verb, and object of
an underlying sentence. The basic nouns on the other hand,
are defined as nouns whosé derivational historiesvare
obscure, Rach (1968: 92) made a.case for deriving -all
commonl nouns (basic and derived) from relative clauses and

indicated that such derivations make for simpliclty and
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descriptive adequacy. He decided to postulate that all
nouns (at least common nouns) are derived in one way, namely
from structures of roughly the form:
(20) Let. + one + S
where S is further developed into a sentence by
Rule 12 thus:
Rule 12 Sentence Extension.
Let + one + Aux + be+ Predicate Nominal.
This could DC further extended by a rule that will insert
Relative Marker i.e. rule 13 below:
Rule 13 Rela tlve Ranker Insertion.
Det one + Rvi + Aux+ be + Predicate Nominal (see Chapter IV
above for details onRelative structures). Thus,suppose the
predicate nominal in Rule 12 were to dominate a lexical item
like 1anthropologist’ ultimately, the HP 'the anthropologist’,
w ill be derived by Rule 13 thus:
(21) the one who is an anthropologist,

assumming that the mapping of (20) onto Rule 13 had already

taken place. So, from Bach’s proposal, common noun structures
w ill have underlying structures that look like (20) and we
w ill derive them by the application of Rules 12 and 13.

Thus the surface forms:
(22) (a) the man, (b) the teacher, (c) the school,
(d) the pen, (e) the idea
would be derived respectively from:

(23) ) the one who is a man

) the one who is a teacher

(a
(b
(c) the one which is a school
(d) the one v,hich i s a pen

(e

) the one which is an idea etc.
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6.0.4 Derived and RBasic Nounss

fie £ind the general form of Bach's argument not
all that necessary to warrant our discussion here because
itlwill unnecessarlily impede the progress of this s*omity.Jl
However, if we adopt Bach's proposal for Yortihba there will
be a common underlying treatment for both basic and derived
nouns., It should be noted'that at least two of the English
nouns (21) and (22) (b) are derived. Thus, 'an anthropolo-
gist' could be ’oné'who is clésély connected with anthropo-
logy' while 'a teacher' coulda ve 'one who teaches'., But in
the representation {23), there is no distinction in the
underlying representation of derived nouas like 'teacher'
and basic nouns like ‘man'. Hence, if Bach's proposal were
used for Yordba we would have representations like:

(24) (a) ®&yi ti 6 jé enlydn (the-one ti - he is person)

'the one who is a person'

oktinrin ‘Ythe one who is a man'

D

(b) &yi t1 & 3

(c) eyl t1 &6 jé akdwé ‘the one who is a clerk/writer!
(&) éyi t1 6" jé onisegln 'the one who is a doctor'

apiniyan 'the one who is a murderer'

<.
(D

(e) &yl t1 &

(f) eyl t1i 0 ilé 'the one which is a house'

LN
D

In the representation (2L) no diétinction is made
between basic and derived nouns. In order to show the
difference between derived and basic nouns, the derived nouns
after j§ 'to be' could be represented with the proposed

underlying forms in the representation (24) e.g.

prap—. s ] B
'

See Pougherty, K. 'Review of Bach and Hams 1968' in
'Foundations of Language' 1970 6:505-561 for a detail
discussion ot the proposal.
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(25) (a) byi ti 6 ,ie pni ti o n ko 2we
(the one td-he is person Vx- he ing write hook)

"the one that is a person who writes hooks’

(b\ Oyi ti o do eni ti o n pa fcnly&n

(the one jti'-he is person ti; he ing kill people)
"the one that is a person who kills people’
for (2k) (c) and (e) respectively.

If the type of representation in (25) were used
for derived nouns while basic nouns have only the type of
representation in (24) it w ill be possible to have underlying
sentential representation for all Yorbbr common nouns while
s till maintaining the distinction between basic and. derived
nouns. First, the basic nouns w ill he those that are
introduced directly by the verb ’to be* of Rule (12), while
the derived nouns w ill be those formed from the I-[IP represent-
ations that are introduced by the verb 5to be’. In other
words, for the basic nouns, the verb *to be’ directly
introduces lexical items which are nouns, whereas for the
non basic or derived group, it is the nominallnation that
is introduced by the verb ‘to be’.

Secondly, os we mentioned earlier, nominalizations

contain some verbal elements (e.g. verbs or ’'predicative

-'adjectives’) in these cases, e.g. jds 'k ill’ in ap&ftiyftn
"murderer’ ko ‘'write' in akbwe writer, clerk, du ’'be black"
in Adulo.ju 'one who is dark on the face1 etc. The verb ’to

be’ on the other hand does not occur in the final forms of

the nouns that have it in underlying representation e.g. the
nouns that follow je ’'to be1 in each of the representations
in (24). Thus, one difference between derived and basic

nouns illustrated by representations (24) ana (25) is that
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basic nouns are commonly introduced in underlying representa-
tions by &yl 'the one' plus the verb 'to be' both of which
disappear in the final forms‘éf the lexical items, whereas

in addition to this, the derived nouns also have their
internal structures represented there, In particular, nouns
and nominals derived fronm verbé,and verb phrases have the
verbal elements that later occur in their surface forms
represented as verbs in underlying representations. In order
to make thia second cobservation general, nominalizations that
do not come directly from VP's wowld have to be given represent-
ations that have internal structures by the use of Rule 1l

Rule 14 Onl + Ni Sbructure.

This could be stated thus:
N2 ~» [o-nl/ + N1

This rule will be used -to derive nouns like:

Fa
(26) 0~ mi~ igw (Oonigu)
Agent-has-yam ‘one who has/sells yan'
(27) 0~ =ni- ogbon (014&bdn)
"Agent-has~wisdom ‘one vho is wise

(see 7.0.4 below)
or the use of word linker /ki/ to derive pejorative/
indefinitizing nominalization thus:

Rule 15 /Xi/Insertion.

N2 ~#nl+/Ki/+ N1

The rule is used to derive such nouns as:

(28) app -~ ki - asg 'agokdseqQ'
(cloth- ki - cloth) - 'any/useless cloth'
(29) &niyin - ki - eniyean tenivankéniyan'

(person - ki - person) "any/useless person.

g
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For the factive negative abstract nominaligzation,

Rule 16 is proposed,

ae

Rule 16. Negative Abstract Nominsllzation,

The rule is Lormulated ﬁhu#:
W+ Lo+ v (VP)
(30) nigbdran (fact-not-hear-matter) 'disobedience.
This could further be given. a more abstract underlying
representation es: (31 a ond b) below:

(31) (&) wye pé X1 » ma gbprin {state (indicating)

that we do not obey)]) (The fact of not obeying)

Ydisobedicncel

(31) (1) myd pé& ki a maa ghbérhn (shﬁte(lndlcatlng)ﬁhat
we continue-to obey)) (The fact of ob@ylng)

(Igboran) 'obedience!

For cther nominalizations, plausible underlying
reprecentations could be proposcd, and for aifferent homina~
tations e.g. those represented by (31), ways of malking minute
digtinctions could be found Wien necesssry. Buﬁ it is not

alvays necessary to make such distinetions. For instance, in

ong ¢of their senses, nouns derived through the /a/+VP nominali-

zations (Chapter VIT below) could be synonymous with occupe-
tional nominalizations by duplication e.g. the occupational
sense of apinivin. Note that it is vhen apiniyin 'murderer!
has the occupational sense that it can really be replaced
with its occupational nominalizstion counterpert panipand

or phniyanpinlyin 'professional killer'. A similar proposal
can be made I'or Japunizoun 'profﬁssional soldier' and ajagun

Yone vho Tights battles'. It scems a more detailed analysis

i~

‘‘‘‘‘‘

CP Pactive/Non-factive nominglizations in the next chapter.
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of a1l nominalizations along these lines could be undertaken
in syntactic descriptions that are wholly devoted to

nominalizations.

So; we find that common nouns could be sententially
derived as suggested above, We also observe that this can
even be done without losing sight of the distinction that
exists between Yortuba nouns that are derived through very
productive gyntactic processes and those that are basic. It
seens the same suggéstion coula be made Ffor Yordbi proper
nouns, and we may direct our attention only to the Yordba
personel names discussed in (32 a-c¢) below. For names that
are derived through NF's, we can have representations similar
to those derived by rule 13 while one that looks like (21)
can be proposed for the few excepltions, which are given to
childrer born in unusuel circumstances (e.g. Ajdyi - the
name given to a child born face downwards). Sentence names
can glso come from representations that look like (25) such
that the surface sentences are already dominated by NP's at
certain stages in derivation. A

6.1.0 Place Names .

It may be noted however, that some place names are
also derived e.g.
(32) (a) Oglhnrémi = Ogin r& mi (ogun comforts me)
'Ogun comforts me'

(b) Igbedayd = igbe di ayd. (Crying becomes Jjoy)
'*Sorrow is turned into joy'

(c) Olépédé1 ola phdé pla (honour meets honour)

"Nobility conjoins with nobility’

Incidentally, there is a village in Oyo North wihilch
bears the sane name as the author.
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(d) Wasimi = wa simi (Cone rest) ’'Come and rest1

and Np names lik e 1
(33) (a) Ibadhn = £ba £>dhn (vicinity savana)
1the vicinity of the savanail

(b) Abpdkuta - abf 6kuta (Underneath stone)
'the underneath of the rock' the city under
the Olumo Rock

(c) lle$h-ile drlph (home idol)

"the home of the godr*

(d) Ogb6rnb?*p = 6gboriplév vay,eni ti 6 gbe ori Elem&so
(person who he carry head Elemeso)

'the carrier of the head of Elemeso'’
Some of the town names were personal names originally e.g.

(32) (a) and (c) and (33) (d). The town names which are
identical with sentence personal names s till remain as
personal names. Nevertheless, it appears that our propsal
for common nouns can also be suggested for town names although
we refrain from discussing town names here- Thus, the town
names which are I\Pfs can have representations determined by rule

while those that are sentences could have had the sentences
dominated by NP's at earlier stages in derivation. For town
names that are neither NP's nor sentences e.g. Eko - 'Lagos'
one could propose underlying representations that are
analogues of (27,

It is possible to suggest from the similarity of
many place names to personal names as indicated in the
representations (32) and(33)that no distinction should be
made between personal names and other proper nouns in

description, but jt appears that in use (or on the performance

level) Yor.hba people make certain noticeable distinctions
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between them. For* instance , all truly abbreviated YorCiba
personal names are disyllabic e.g. Tunde - '‘come again’,
Dele - 'arrive home' Kple - 'build house' ./ancle 'looks for me

at home' Qp§ - gratitude, thanks, Toyln - is praiseworthy.
Ayft - ’joy’ etc. whereas place names are not abbreviated even
when they are identical with personal names. Thus, Olapade -
personal name can be abbreviated as ola or Fade but when it
a towns name as in (32) (a), it is never abbreviated. Note

that what appears to be trisyllabic abbreviated personal names

e.g. Delttmft for Adel&mft 'royalty unites' Fplcbhn for
Olufpiahan 'God displays His honours' etc. are not really

regarded as abbreviations since such abbreviated forms (if

they can so be called) are often regarded as fu ll names.
Thus, Fplnh&n as a full name w ill moan 'display your honours'
w hile Kayftde w ill imply -'bring joy home' rather than Olukayftde

'‘God brings joy home' etc.

Another distinction between personal names and
town names is that the former refer to objects specified in
an Aspects type grammar as / + human_/ whereas this specifi-
cation does not apply to place names. Hence, there may be
reasons for discussing personal names and. place names
separately, especially with regard to the selection of
classifiers.

At this stage, we can examine the types of
underlying distinctions already mode for YonYba names. Al
nouns are introduced in underlying 'representations by
classifiers where a classifier system can be defined as:

(34) 'The system of noun-classification for the purpose
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of enumeration and indivi@uation'1

As pointed out by Lyons, 'some of the classifiers
are very general and may be regarded as sémantically empty.
Others are specific to certain classes of nouns, snd they
may even be used themselves elseﬁhere as nouns‘2 Lyons

illustrated the specific classifiers by .suggesting the

possibility of using knglish words like thing, person, tree

etc., The classifiers are ﬁsed in many languages of south
east Asia. N

The distinction between general and specific-
classifiers i1s actually present in. the representations above.
iFfor instance, only &yl 'the one' in (24) has been used as a
general classifier for éll common nouns so far. Note that
the ¢yl in (24) is used for all classes of common nouns €.g.
-human, non-humsn, abstract etc. Hence to some extent, it
may be regarded as being semantically empty, and it may even
be replaced with 'common noun' if this system of representa-
tion were to be generalized. On the other hand eni 'person'
and ipd ‘position' in chapter II above are specific. While
eni can only be used for 'human beings' or objects regarded
as 'persons', ipd can only be used for 'positions'. But
while it will be interesting to explore the distinction
between general. and specific classifiers and the way they
can be utilized in any syntactic analysis like this one, it
will Vbe enough to merely suggest for further speculation the
opinion that classifiers ﬁight have been 'inserted' at an

earlier stage in derivation than the final lexical itens

Lyons 196§: 288.

o 4
Ivia.
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they introduce by rules 12 and 13 above., ~ Thus, it
is possible that classifiers actually exist in the undex-
lying representations of all ianguages (and the senses and
syntactic contents of these classifiers are Tairly equiva-
lent to the sets of specified syntactic features e.g. / +
human, /', /- Abstract_/ etc. found in an Aspects type deep
structure analysis). However, the further development of
the classifier syspem within a universal syntactic framework
can only be left for speculation since the discussion here
can only bhe suggestive. It cannot be conclusive,

Before we close this séction, We may summarlze
the types of classifier conscilous underlying representations
observed for nouns in Yoriba syntax. For all common nouns,
we had structures that use a general classifier eyi 'the
one' and the verd 'to be'. Let us represent the verb jjé
'to be' as COP (copula) in this swwaary. Then all comiton
nouns have one or two representations:

(35) &yl ... COP W or

(36) eyf ... Cop Np
where (35) introduces basic nouns while (36) introduces
derived nouns and the Np in (36) is further developed in
one of the possible ways for the nominalizations in chapter
VIL. Ior instance, for those that refer to human beings,
nominalizations giving representations like:

(37) &yi ... COP eni ...V ...

(37) can be generalized by the application of rule 17.
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Bule 17 General Clagsgifier Attraction

GG ... COP  SC ... V ...
where GC = general classifief', and V could be a verb or
a 'predicative adjective' _

The generalization made in Rule 17 is hecessary
since representations like (26), (29), (31) (a) and (D)
actually show that specific classifiers may vary a lot for

(31) (a) ana (b) we used the clasifier dyd 'state', and for
(26) the onl + N nominalization, only eni 'person' could be
used to drive:

eni t1 0 ni nkan se pEla N

'one whb has something to do with N'

However, in structures like (29), there may even
be.no common classifying element apart from genersal terms
like 'noun' since almost any common noun can acguire the
pejorative sense or be indefihitized. Hence, since the
second classifier in rule 17 (vis-a-vis structures like
(35) which have no second classifiers) also shows that
we deal with derived nouns, we may then decide that the
-second. classifier should be called the derived nominal

classifier - DNC and modify Rule 17 as rule 18 below:

Rule 18 Derived Nominal Classifier Attraction

GC ... COP DNC ... V ... (where GC need not be
distinct from DNC). The DNC is then any classifier that
introduces any derived noun, and it may be identical with

the general classifier.

vWhen rule 17 is stated in the normal form for

transformational grammar, variables will be used instead

—t
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of ' ... ', and rule 17 can be combined with rule 18 in

a general rule for the underlying derivation of nouns.

Rule 19 General Underlying Derivation of Nouns

/Gc cop ﬁmm Y v zj} 7 up
(where GC and DNC are as defined earlier, and Y, and 3

are variables (see Chapter I for variables)).

The way surface'HP's arc derived from structures
through the application of rule 19 or representations like
1 and 2 is not examined here although it will involve a
series of deletion and other transformational operations.
Since this work deals with nominalizations' underlying
representations, we deliberately minimise the comments we
make about surface structure realizations.

Earlisp, we’suggested that the GC and DHNC of
both 20 and rule 12 may be non distinct. What constitutes
a DNC for some classes of common nouns may be a GO for
proper nouns. For instance, all place names can have ibj
'place' as their general classifier (GC) while all personal
names could have gni fperson‘ as their GG since all personal
namés are primarily applicable to 'persons' (even if these
names are later applied to animals or places). Thus,
personal names may even have underlyling representations in
which two gni forms occur if the firstl were interpreted as
the GC and the second as the DNC in the manner of Rules
18 and 19. |

loreover, when other relevant information enters
into the underlying representations, Lt is possible to

have morc abstract representations than rule 19 suggests.
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For instance, if the information that the condition of the
home determines a child 1a name were to be.intergrated into
the underlying representation of personal names at a stage
earlier than the one we deal with here, it is possible to
have more abstract underlying representation for nominals

e.g. (38) eni ti ithn ile r£ fihhn pe bun jp erd ti o n fi

pla yan (person who story home his show that he-ing use
honour stride) *one whose home condition shows that he is
a person who marches about with honour for Afolayan. Note

that the two eni representations already suggested for

personal names earlier actually occur in (38). Although

it may be profitable to examine what further developments
in underlying representations are s till possible, we intend
to end trie speculation here with the observation that our
proposal for common nouns can in fact be developed in
conjunction with an integrated classifier system as
applied to all classes of nouns and nominallnations in

the YoriYba language.
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CHAPTER VII’

-

-7.0.0 NOMINAL COMPOUNDS. .

Hitherto, we have presented nominalizatioh at
lexical, clause and sentence levéls. We have looked at
the various parameters of Yorlba nominalization like factive
non~factive complements, infinitives, gerunds and relative
clauses. .In faét, We_havé covered almost all the processes
in the language by which sentences are reduced or embedded;
and processes in the language bj which means verbs serialize..
However, we now turn our attention to the last, and perhaps
the most complex aspect of nominalization viz: nominal

compounds,

Nominal compounding serves the important pragmatic
function of achieving compactness of expression without loss
of essential information. It is equally important to note
thal the same pragmatic funciion is served by ;wo other
syntac%ic.cqnfigurations particularly in YorUba and natural
1anguaées in general. The first of these two other con-
figurations is the genitive NP (see L.1.4 gbove). This
construction, consisting of an NP containing superficially,
two non-conjoined nouns of which one is the head and the
other the atribute, appears in many, perhaps most of the
world languages. It serves to compress underlying pro-
positions into shorter surface configurations and in so
doing, it is typically pfone to creating syntactic and
semantic ambiguity. The last means of compounding is the

appositive construction attributive nouns (see 4.2.0 above).
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7.0.1 Compounding by AfTixation.

A1) writers on Yoruba -without exceptién recogniue
prefixation as the most basic means of nominal conpounding
in the langusge., Vard (1952: 5&) writers: "Ihe greét
majority of nouns in Yordba begin with a vowel which is
freguently a prefix added to a verb root". This i1s perhaps
the most pertinent observation in the prefixation theory
for Yoruba, becaﬁae all thé seven except one oral voﬁel
(see 1.1.1 (b))above can be prefixed to a verb stem for
form a nominal. The only exception in Standard Yordba is

1

~ -
. . . . . . )
the vowel /U/ which does not occur initially in any nominsl.

Formulating a prefixation theory for Yoraba is
not as easy as it first appears. luch that is involved
both syntactically and semantically has to be accounted for
by such a theory. This, precisely, is what the previous
writers on YorUba have not been able to capture. Frofessor
Bamgbogse (1966: 103) has this to say:

5 - Ythat vhich is -~ing.
a - toue who'.

i - Ythat which is —-ing
Y. - 'not -ing'

ati - 'to!

while Professor Awobuluyi (1967) presents four types of
prefixes;
i. /of Agent: and derives the following from it:
(a) /a/ =~ Ad&3é 'a judge'
(b) /o/ - obe ‘a knife'
(c) /o/f =~ obl ‘'parents'
(a) /&f -~ epa 'antidote'

PO - -

- "™
Ondd, Bkitl, Cwd and Akokd have A4/ for the stundard /i/
e.g. tberd for iheérd 'squatting'.
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—~—t

ii. fi/ - 'that which is used for X" and it has

the following allomorphs: /1 - & -‘é-d/

iii. /&/ has the past participal meaning: 'that
which was X~-ed' and the following are its
allomorphs: /& -~ & ~ 1 - /

iv. The numerals."
iy one prefix should be basié.and others allomorphs remains
a matter for conjecture. We quoted these scholars to drive
in our point on how difficult it is to formulate a pre~

Pixation theory for Yortba nominal s.

| Notice that in Chapter VI we formulate rules
Tor deriving lexicel items particularly Yordba pérsonal
names, Here in this section, we are concerned primarily
with the syntax and semanticg of prefixation,and of course,
the stems onto which these prefixes are attached to form

nominal compounds.

7.0.2 Agentive Nominalization.

This is perhaps the most preductive form in the
language. It has many manifestations of which two forms
vim: [fe~_/ and [fo-_/ are basic. /[a-_/ is the more produci-
ive because it gilves the most literal meaniné and can occur

in almost all instunces where [B~;7 occurs. However, é;m/

on the other hand sounds idiomatic wherever it occurs.
lioreover [ 0/ invariably depicts the habitual or professional
agent. The /a-_7 nominals are the most literal. They
invariably retaln the ténes and the base meanings of the

forms in which they occur. We éonsider it basic because,

in its class, it is the most productive; where a different

vowel svbstitutes for it, for example, vowel harmony rule,
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it is always recoverable since the change is contextually

determined. Consider:

Non-idiom atic Idiom atic Verb-nominal
collocation
(1) (a) odedd Adc”hdd de odd
agent-hunts agent - profes-
in the river sionally hunts
in the river hunt river
(h) a:ii?e isee
agent runs a messenger run errand
errand
(c) adardn pdaraft .da dr&n
Agent -
causes a criminal cause trouble
trouble
(d) agbofd Cgbifp gbo 1f6
Agent under- under- speech
stands speech interpreter stand
(e) amuti 'Cm uti mu o tl
Agent drinks a drunkard drink wine
wine

Notice that the examples given in (1) come about by verb-
nominal collacations taking prefixes. These callocations
are unicue phenomenona in the language, where it is possible
for verbs to colligate with nouns (that is, their objects).
In several cases such colligations result in frozen idioms
which function independently as verbs in the surface
structure.

These agentive prefixes invariably attach to
subjectless surface verb-phrases. These may consist of
a single verb, two or more serial verbs, or verb nominal
colligations. In these cases, the polysyllabic verbal

sterns are easier to deal with than the monosyllabic stems.

1 See Bamgbo§e(l 5U: 27-3%; Afolayan (1970: 120 footnote 28t



(2) is an example where the prefix £&-_J is attached to a

subjectless verb phrase.

(2) a- pa- ni- leu

agent kill person die

One who kills a person completely.

The deex.) structure of (2) is (3)*

(3) So1
YP
\' V]

+ causej

mu + V 1
cause f INCHC

eni ku
1person’ 1die’

The deep structure (3) is meant to sliov; that (2) is

1
causative; that is, what someone does causes another person

to die. Both the agent and the action leading to death ape

not specific in (2). Subject-to-subject raising applies to

S3* By causativization and inchoatlvization the features

of ‘both the inchoative verb and causative verbs are combined

with their verbs. It is at this stage that the verb pa

k ill’” is inserted. The subject of the embedded sentence
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will have to be raised to derive (L). .
(4)
/

NP

P

[¥ro_/ pa :éLi kQ

'kill! 'person ‘die!

It is only at this stage that prefixation can apply. It
must be noted that prefixation applies to constituents,
and it is after raising has applied thet pa-eni-ki becomes
a constituent. Prefixation does neot apply to sentences
whose subjects are already speciflied. (5) for instance,
cannot be an input to the transformation rule.

(5)  b3d  pa eni ki

(Ojo kill person dead)
'Ojo killed a person dead'

7.0.3 Sausative Constructionss

Rvery language provides a means of'eXpressing
ideas involving the notion of causation. However, forms
may differ, but the cgmparable ideas are expressed Cross-
linguistically. The causative situation can be said to
consist of two phases, "the cagusing and the caused pghase!
that are brought into céusal relation. The causing phase
usually involvea an activity, ana the caused phase, either
another activity or a change of state, DBoth phases are in
causal relation if the realization of the latter is assuped

by the spesker to have taken place and that its occurrence
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is wholly dependent upon the occurrence- of the "ormer.
Both situations, necessarily, allow us to infer that if

the former had failed to take place, the latter could not

have taken place. Consider:

(6) Mo ni .o ki Ade lo
(1 say that Ade go)
T told Ade to go'

Note that (g) does not in any way express a causative
situation since the sentence does not commit the speaker
to the assumption that Ade's going has taken place.
Similarly, sentence (7) cannot constitute a causative

commitment on the part of the speaker.

(') 0 dim o mi pe Ade lo
(It hurt me that Ade go)
It hurts me that Ade went

The event expressed, by Ade o *Ade went1 in (7) is not

dependent on the feeling of the speaker, whereas in (3)

below the event expressed by Ade”’lo "Ade went’ is dependent

on the speaker’s causing him to go.

(8) Mo mu Ki Ade Ip
(1 take that Ade go)
1 made Ade go’

Further examples are:

(9) Ade mu o tl yo
(Ade drink wine full)
*Ade is drunk’

(16) Ade tan 0;jo lo
(Ade tvick 036 go)



==

(11) Mo mh AdEé  1p
(I take Ade go)-~

(a) 'I did something which caused Ade to go' (causative).

(b) 'I took Ade with me and we went'. (comitative)

(12) Adé  fa 0306 1o
(Ade drag Ojo  go).

(a) 'Ade did something waich took Ojo away (causative)'

(b) 'Ade dragged Ojo along with him'. (comitative).

(13) Ivh esin ni 4 ge ik0 pa gsin
(character horse it is do death kill horse)
'It is the behaviour of the horse that kille the
horse'

(44) Opc mh ile rd

(pillar take house stand erect)

""he pillar makes the house to stand erect'.
(152 036 J¢ ki i1é jo

(0jo let that house burn)

'0jo caumed the house to burn'
(16) 036 jo iié na

(0jo burn house the)

'0jo burnt the house'
Notice that (8) can be interpreted to mean (11) (a) because
both interpretations are causative, but onvno account can
(8) be interpreted to mean (11) (b) because (11) (b) is not
causative but comitative. (9) - (15) except the (b's) of
(o) = (1%) are causatives in varying degree. Lakoff (1970)
develops a logical structure for causative verns whereby
only sentences can be their subjects and objeets, In (9) it
is the drinking that cauées Ace's beiny Trull up'. botice

that (g9) is a case of inchoativization, where there i1s only
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one agent Nor both the causing ycase and tine caused phase,

that is to say, it is Ado's driroving that makes Ade become

drunk.
Rule 20 Inchcativization Rule. *
SD x- KP - V P - v - Y
1 2 h 3
SC X - 1 2 3 (3 4 inchoat) Y
iono.itions .-Y Variables
Rule 20 converts the sentence Me yo to Ade mu

oti jfo. The 1o ic al structurn of (9)i$(17) below;

(17)

VP
NP n
Y Gau: S2
Si CaU;
A
S3 inchoative
Ade
(Ade drj.nk wine
yo
Ao e fuII)

The features of the inchoative verb merge with the verb yo
thereby creating one node for the verb. This rule, as we
havo mentioned above, is callec ’inchcat:ivization1, The

next rule th; t annlies is the so;j-NP--bcletion rule which
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deletes one of the two NPs to give (13).

NP
VP Causative
Ade mu Q tl
Ade drank wine inchoative
yo J
fu ll

At this stage, the features of the inchoative and causative
verbs are combined by the irichoativization rule which
ultimately applies to the verb y o, so that what remains of
the inchoative - causative sentence is the verb ;o ’tc be
drunk®* . Notice that the causal relation has been achieved
in that the caused phase yo *to be drunk1 is dependent on
the causing phase mu 'to drink*. Notice also that the
causing phase is an action while the caused phase is a state.
Ade cannot be in a state of being drunk ’'unless he has

actually being drinking™* .

Three verbs, viz :@imi (to take) ’'made’ (8) and
se (dc) ’'cause’ (13) and (let) ’'cause (1%) are very

common in causative constructions. Notice that (6) - (16)

1 Awobuluyi, 0. (1973*. 88 fn. 2).
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cannot "be candidates for* prefixation because they are full

sentences.

However, it is not 1always the case that prefixation

just applies whenever there are constituents. W hile the
condition of constituency .is vital, all other syntactic
requirements must be not. Prefixation, it should be noted,

is just a routine process. .Where the verb is transitive,
this condition must be met before prefixation applies.

Considor the fc 11owing;

(19) * a- (agent - know) *one who knows'
(20) * a- k$ (agent - write) 'one who writes)
Note that since a-nominalisation is the most literal, it

seems to require that in the most literal sense too, the

verbs must be transitive.. Hence we have the following:
(21) a m>we (agent knows book) ’'one who knows book1
(22) . sere (agent - do good) "one v.-ho does good*
(23) a kfEw6 (agent wr.ite book) 'one who writes book

or letter*

Notice that we have more than one prefixes for agentive
nominalization, that is, /a-/ and/d-/. A pertinent question
to ask at this juncture is how do we know the possible stems
onto which these affixes are attached; and how do we differ-
entiate the types of agents they signify V V/e have already
started answering the first part of the question for /a-/,
which we consider to be more literal. G pcssible stem is

one with all its complete syntactic requirements such as the
transitivity of the verb or whether or not it can be a surface
verb or has to be in a string as verbs in series, for example

the instrumental verb fi hardly occurs as an independent verb,
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and it cannot take on a prefix, as we have pointed out earlier
on in this section, prefixation applies at the end of a deri-

vation. It should be pointed‘out that since f£i always occurs

in the company of other serial~§ephs, those other verbs have

to be present before prefixation can apply.

The form /a-/ refers to anybody who performs an
action once, or twice or occasionally. The sequence of the
action may be continuous or interrupted even though it is
routine In other words, the action may be performed but
it has not become a characteristic. The /b6=/ form, on the
other hand, refers to a permanent charvacteristic or feature,

Consider the following:

(24) a- mopwé Y O moweé
‘Agent has some knowledge';h learned man’

N

a- daran’ : G- daran
Wgent tends animals’ ! ‘a chepherd’

Notice that the choice of either of the forms is not
afbitrary, it depends on the meaning and the intention of
the séeaker. Notice also that the patterns consistently

maintain the differences between the literal and the

idiomatic meanings conveyed by the prefixes.

It is not the case that the referents of these
agentive prefixes must slways be human and animate. The
examples we have cited so far refer to human beings. The
same agentive prefixes can be attached obliquely onto stams
that do not refer to animate obiccts. Considﬁr the following:

(25) (a) a - jere :‘perforsted earthsnware for keeping
R I's
smoked meat.




a - pferfc  ’'basket' (-pbibi 'of dropping1)

a - rivvo 'noise” (-riv/ioriwo ’'noise™)

a - fefg "wind1 (- fg 1to blow")
It is quite obvious, considering our analysis, that Professor
Av/obuluyi' s allornorpli hypothesis does not lead anywheree The
prefixes are, of necessity, different realisations with

*

different semantic tokens.

7.0 .4 Possessive Nominali %ation -

The prefixation here is motivated by the occurrence
of the verb ni ’to have* and a noun at the terminal. The
frame is as follows: Prefix + hi + noun. Like the agentive
jp-prefix we have just treated, it is a mid-tone /0-/. But

for the fact that it is restricted to the context of the

verb ni it could be regarded as a variant of the agentive
a- prefix. It has various phonetic manifestations, all of
which are contextually determined. There is a minor rule

in the language whereby /n/ changes to /I/ whenever it is
followed by any oral vowel except 717/, The rale applies
across morpheme boundaries. Consider:

(26) (a) O-ni-pla [f)IMlajA

(agent-has-honour) 'one who has honour'

(b) O-ni-isu f(jniy x j
(Agerit-has-yam) *the one who has yam*
(c) O-ni-agbdra falagbnraij/

"(Agent-has-strength) (a strong man)

*one who has strength'
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(a) O~ni-eti Jeleti /
(Agent-has~ear) 'one who has ears'
(e) O-ni-imu » /0nimb_/
(Agent—has—nose) .'one who has nose'

Note that we give direct gilosses here to show the comuecitlon
between the prefixes and the stems to which they are atltached.

It also shows how regressive assimilation alfects the prefixes,

The basic meaning of any derivation involviag this
prefix 1s that of possession, either slienable or inaliensble.
On exlension however, it includes having something to sell or
having a particular characteristic. TFor exanple:

(27) (a) O-ni-igi- Llontgi /

(Agent has-firvewood).

(i) ‘'one who has firewood'
(ii) 'one who sells firewood'

(b) O-ni-oghén . /01.ogvon,_/
(Agent-~has-wisdom) ‘one who is wise'

It is interesting to note that sometimes, &all
the normal activities associated with what ig peing
passessed go to form the meanings of the derived nominal .
Conslder:

(28) (a) o-ni-epo [elépo 7

(Agent-has-oil) |

which may have the meanings

i. one who has oil
ii. one wvho sells oil
iii. one who makes oil.

(b)  O-ni-okd

™~
H

{...J
e Cf\
s
3

P

Acent-hag-vehicle

i, One who has a vehicle
idl. . One who sells a vehicle

11d . One who Adrives a vehicle.
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That (a) iii and (b) iii have the variants:
(a) iii a=-fo-epo : éngPQ;f
(Agent-~washes-o0il) .
'one who makes.oil'
(b) 1ii a=-wa-okd ) Lawakd 7
(Agentmdfives—vehicle)
'one who drives a vehicle'
is irrelevant to this analyéis. Why the notions of owner-
ship, sales and prd&uction hafe to be interwoven in Yoruba

economics is lelt open.

However, the following is the pattern of occur-~
rence in the langusage.

(29) Allensble Inalienable
Qwnership and selling  Qwnership only

alata ‘'owner and seller i QLowo ‘'one who has hands'
" of pepper’

elépo ‘owner and seller ’016jG 'one who has eyes'
of oil!

eléwé ‘'owner and seller :alapd ‘one who has arnms'
of leaves'

onigu ‘'owner and seller :onimi 'one who has nose'

of yanms'

oniyd ‘'owner and seller ! onitan 'one who has thighs'
salt!

» - 01
eleko 'owner and seller! na  'one who has mouth'

of corn dough'

O]
]
oD

It should he noted that there is no restriction of animacy
and inanimacy in these derived nominals, They could be

used to describe the quality or characteristic of another

In its 1diomatic use, 1t means a vain and boastful person.

T
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noun as well as ebher nouns could be used to describe their

qualities and characteristics. GConsider:
(30) (a) gran only$¢ (meat agent-has-salt)
‘salt mean' ‘
(b)  OQlogbon ¢wé  (Agent-has-wisdom trick)

'a trickster'

The picture that emerges is not of derived nominals with
totally intractable idiosyncratic properties, but of patterns
of meanings. If we have to list all this information in the
lexicon, the morphological component will be depleted of

2ll its functions.

The only noticeable restriction on these posses-
sive nominals, which is semantic rather than syntactic, is
that a noun has to be preceeded by nj 'has' otherwise the
selectional restriction is violated. In other words, the
condition of tfansitivity has to be met in order (lor any
derived nominal, in which 1t occurs, to be acceptable in
the language. It mey be necessary to make a distinction
between lexicsl meaning and lexical extension. The owner—
ship meaning is what we consider lexical, while all othsr

meanings are implied.

7.1.0 Pactive Nominalization

This prefix is the low tone A~ its non~factive
counterpart is the low tone &%1. It should be recalled that
in 5.0.1 sbove we deline factive complements as those in
which the speaker believes or presupposes the complements.
The same is True of the deﬁived nominals which result from

the & prefixation. Consider the following examples:

—

-—

See .Rowlands (1969):185,




(31)  deré-ma-bd ko ni jé& ti wa.
(fact~go=-not~return not will ove of us)

"The fact of golng and not returning will not be
our lot'.

(32) a-padd-si-aburd kb ni bi wa-
(fact-return to evii no will overtake we)
fReturning to misfortune will not befall us'

but not (30) and (31)

(33) = 1= pl-na-hd kb ni J& ti wa.

(Going and not returning not will be of us)
"Going and not returning will not be our lot!

(34) #* i-pada-si-aburdl kb ni ba wa.

(returning to evil no will overtake us)
‘Returning to evil will not befall us!

Notice that both (33) and (3L.) conltain the same Factual

information as (31) and (32) but (33) and (34) are not

granuatical because the non-factive complements occur in
context where the speaker presupposes taeir truth. Let us
examine more examples:

(35) w-dédé-lo-yin kd ml ogbon dani-

(fact~just~go-yours not take wisdom hold)
'The fact of your just going is not reasonable!l

but not

~

&N

(36) % i-dédé-lo-yin kd mﬁ.ggbén dgani-
Just-go-~yours not take wisdom hold
*Your just going ié not reasonavle’

(37) hetete-walé-yin bh wa 1erh.
(fact-early-come your frighten us)

 "Your ccoming home early frightened us'
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mbut not
(38) * I-tfetfe-wale-yin b& wa Iprh*
(early-come-home your us frighten)-

Your coming home early frightened usd

It is (37) rather than (38) that means:

(39) he. e tfetfe wale ha wa lerti*

(that you early come home us frighten)-

1That you came home early frightened us4

or
(il0) Tithth wale yin bh wa Igrh*

(that early come home you us frighten).

"That you came home early frightened us*

which is derived from (U1)

(i1-1) Titetd wale ti ptdtd wale ba wa leru*

(That early come home that you

early come home us
frighten)-

'The fact that you came home early frightened us*.
It is observed that the h- can taka most of the preverbal

m odifiers because it is a factive nominaliasing prefix.

Consider the following:

(142) (a) h-wulfe-Ip (fact-vain-go) *

"1'act of going in vain

(b) k-dede-Ip (fact-for tl1o Yun-go)

"fact of going for the fun of it’

7.1,1 Non-l'acti ve Nominal! zation,

The prefix for this nominalisation is /i/. Ve

regard it as non-factive because (i) it cannot be prefixe

to any of the preverb modifiers

to made the resulting
i
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nominali %ation factive. Consider;
(14-3) (a) * i-wul”?-lo (in vain went) 1going in vain

(b) * 1-dede-lo (for the fun of it-go)

'going for the fun of it'
Notice that (U3 a-b) are not acceptable in the language
hecause the speaker presupposes the truth of the utterances,
The non-factivity has to do with the "blockage in

contexts like (33 and 3U) above.

Finally, notice that both factive and non-factive
prefixes take the place of pro-NP's as subjects of verb-

phrases. Consider:
(tilji.) h-th tS-sto (fact-early-sle ep)
'The fact of sieeping early'

which has the following deep structure;

(U5) So
NP Vd:
Si td td
‘early’
VP
J
'sleep’

which obligatorily undergoes RAISING- to derive (33)

(US) 3
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It is when tfctfe-sftn becomes a constituent which satisfies
the condition for affixation that the prefix is matched

onto it to become nominallzation.

7.1.2 Adverbi a1 Norr,inaliz al11on.

This form of nominalization embraces manner,
locative, instrumental, comparative, directional, benel*active
and comitative cases. It is observed that the f'active/non-
factive distinction is restricted to manner adverbial,
comparative and dative/possessive nomrinalization. Consider
the following:

(ur) i (a) a-fi-felfe-pe (f active} (inanner )
fact use care to do

(d) * i-fi-$1$-ge (jnon-ractive)

using care-do
ii (a) & -fi-kukfr p§f$n (factive) (instrumental)

fact use fist - kill bushcow

(Syncerus Gaffer Beddingtonii}
(b) i - f O n
use-fi st-ki 11~bushcow
iii (a) &-lp-si~gbé6brd (factive) (directional)
fact-go-to oro-grove
(b) i-lp-si~gborb6
going-to-orogrove.
iv (a) a-bani-nf-aba (fact:lve) (locative)
fact-meet one-in-hvi1
(b) i-bani-ni-abd
meeting-one-in-hut
v (ii(c)) a-fi-kukh-paf$n (bgentive)
agent-used-fi st-ki 11 bushcow

(Byncerus cif‘f ¢> BedGingtooii)



E 230

vi (aj a-bdni-kédin (factive) (Gomitativez
fact~withone-sympathize
(b) i-bani-kéddn
Withone-sympathizé *
vii(a) &-jt-lo (fgctive) ‘(Comparative)

fact-morethan-other
(i.e. superiority)

(b) * i-jl-lo
vii (a) A-ni-mQ-owd (factive) (dative/possessive)
fact-~have-plus-money '

(p) #* i-ni-mé-~owd

Notice that (47) (ib), (wviib) and (viiib) are not acceptable

in the language because of the manner, comparative and

dative/possessive constraints mentioned at the beginning

of the section. This, in effect, shows that it is only the

&~ prefix that is.ﬁossiﬁie in the contexts of the three

nominalizationé mentioned above. A further example is:

(W) 4. &-fi-pgbdn-ge (factive) (manner)
fact-use-wisdon~do

ii. #i-Fi-pgb¢dn-se (non-factive)

T7.1.3 Case Grammar,

In the preceding section we have presented a
number of arguments based on case grammar to support our
hypothesis of adverbial nominalization. The theory of case
gramner, however, cannot be incorporated bodily into a
generative semantic aﬂalyéis such as our own, because the

two theories are mutually incompatible in a number of ways.
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While a comparative evaluate of the two theories would he
out of place here, it would nonetheless be desirable to show
in what ways the generalizations (correctly) expressed on
the preceding pages within a case grammar framework can be
naturally captured, and hence preserved within a generative

semantic analysis.

The semantic facts that ar.e expressed within a
case grammar analysis by a combination of case a™b bj}lillO1nIb
and appropriately drawn underlying representation must be
expressed within a generative semantic analysis by a
combination of semantic predicates arid the correctly drawn
semantic structure within which they are arranged. Thus,
for instance, the locative, the. instrumental, the directional
and the Dative/Possessive cases of the preceding section are
expressed by the semantic'predicates Pl 'USB*, St 'TO1 and
fNt rHAWd respectively, appearing in appropriate syntactic
configurations as in (147 ii-iii and vii). above. One may
argue that Ft participates invariarbly in serialization, it
indeed does, but that does not remove the fact that it .is

s till a predicate. (See page 70 fn 2 above).
7.1.1+ Stems or Constituents for .the ..Prefixes™

Knowing the language presupposes an intuitive
knowledge of the speaker about how to match a prefix onto
a stem or constituent to for;): a meaningful compound. In
other words, this means that predictability is involved in
nominal compounding in Yoro.br in particular, and any natural
language of* an agglutinative nature in general. If predict-

ability is net involved, it will be possible for us to lis't
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every word in the lexicon, ana then speccars and learners

w ill simply memorize all the forms. Hoy/ever, we have shown
that everything is not idiosyncratic. The purpose of this
section is an attempt in characterizing what can or cannot
be a potential stem. Ileeall that we have already pointed
out that a possible stem must be a constituent at the stage
that prefixation applies, and must also meet the grammatical
conditions of transitivity, serialisation and semantic

compatibility.

There are four conceivable sources for fcne stems,
viz.- a single verb, a whole verb phrasx, an ideophone (see

1.2.2 above) and a gerundive form.
7.2.0 Single Verb Stem.

The so much often stressed productivity of
affixation is a severely restricted process with a single
verb stem. By this we mean, first and foremost, that there
is no one-to-one match, of to ; seven oral vowels in the
language, with a single versb. If this were to be the case
there would be the possibility of deriving fourteen new
lexical items (nominals), taking into consideration the
fact that affixes are only found with either a lov/ or a
raid tone. This is not the case, because, second, there is
no IV initial noun in the standard Yorh'ba language us
mentioned earlier in this chapter. Loverver, many of the
remaining six oral vowels do not occur vs prefixes with
distinct meanings and functions. Ocnsi-ur:

(h9) (a) a* de ‘crown* (-de 1to cover/crown?)

(b) o+ gbpn ‘wisdom* (-gbcn *to be wise™*)

() ot r*6 'thought* («r6 *to think* )



! - 237

() o+ gpd 'old age! (b0 Yto be old')
(e) o+ dg 'hunter! (~de 'to hunt')
(f) i+ jo 'dance' *(-3d 'to dance')
(g) &+ @& ‘'cutlass' =~ (-d&a 'to break')

Degpite the fact that the nomiﬁalshin (u6) are clear cases
of derivation from basic %erbs, they are totally opague.
Notice that the prefixes and the tone on them have no
semantic .correlation. That the affixes are not predictable
proves thét they are not productive. The combinations have
become frozen idioms in the languaze so much that they are
taken to be basic nouns. The fact that such nouns are few
in the language makes it easier Tor them to be listed in

the lexicon. Again, note that ws cannot take one ol the
stems and produce many nominals from it. Consider:

(50) =-daé ‘'to cover/crown'

(a) R &t aé 'a crown'

(b) #a+ aé 'fact of crowning'

(¢) #a+ ae "one who crowng'

(d) =6+ aeé ‘one who regularly crowns
(a professional)’

(e) w1+ aé "erowning' -

It is observed that the non-conformity of (b-e) precludes
treating the set of basic verbs in this c¢lass on case-by-
case hasis, However, there are exceptions but even then

there is a severe restriction on them, Congider:

(51) a+ =& '"that which seives
a+ ta 'that which smarts'
a+ beg "that which peels!
o+ de 'one who hunts'

Notice also thut some oi them take two to three prelixes,
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e.g.
(52) t& to urinate’
i. (a) i+ t<$ ’'urineft
(b) £+ t$ ’semen'
ii. &+ t$ + si  'gonorrhoeat
That ii comprises of the prefix a and the constituent tdsl
is irrelevant. VThat we are. concerned with in this section

is the prefixation.

An admission of the unpredictability of these
forms and listing them in the lexicondoes notweaken our
theory of prefixation. Rather, itclearly shows thatalthough,
some of them have apparent prefixes, the history of their

derivations is not known.
7.2.1 Verb Phrase as a Stem.

By thir>> we mean any of the following: a verb-
nominal collocation, serial verbs or a clause. It is
assumed-here, that for a stem or constituent to be productive
it must allow for more th an three options. These are
(a) k- factive nominalization (b) i- non-factive nondlization
(c) a-; 6- agentive nominalization and (d) k+ ,i - negativized
factive nominalization. See the earlier part of this chapter

for examples of (a - ¢) and k. 0.2 for examples of (d).
7.2.2 Verb nominal ColtocationnsSten,

A stem of this type is c transitive active verb.
Both the tones and the pattern of contraction of the vowels
are sensitive to the distinction between literal and frozen

idiom atic senses. Consider :
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(53) pa Sniykn -(a) * ft-pfe-niy&n.
(fact-ki11-people)
'the -fact of killing people’

("b) a-pk-nlykn
(agent-kil1-people)
‘a murderer'

(c) i-ph-niykn
(non-fact-kilt-people)
'killing people'

(d) $-pk~niykn
(agent-kill people)

'an assassin/a professioner killer'
(e) h-1-pknly kn
(fact-not-killing-people)
'the fact of not killing people'
Notice that (a) is not acceptable because ok-nly&n cannot
"oe used factively as it cannot oe presupposed as it is.
The killing has not occurred hence, the reference is generic.
However, the factive sense becomes conceivable and acceptable

when it is negativized as in (e).

The examples in (50) are starred because they are

not acceptable in the language. However, if we make them

verb-nominal collocations, they become grammatical. Consider
(5W  de '"to cover/crown'
(a) k-de-omi- (k-demi)

(fact-c over-water)

'the fact of covering water'
(b) i-de-omi (i-dem i)
(non-fact-cover-water)

‘covering water'.
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(¢) a-d€-omi (a~démi)
(Agent-cover-water)
'‘one who covers water'

(&) o&-dé-omi (b-démi)
(Agent-cover-water)
'one who professionally covers water'
The difference between (54) and (50) is that the verb aé
'to cover/crown' is transitive in (54) and intransitive in
(50). The violation of transitive restriction renders (50)

ungrammatical, Notice that two nouns ade ‘ecrown' and fl.déJi

'a 1id' are derived from dé 'to cover/crown’ but neither of
their initial vowels have the predicted meaning of agentive-
ness and non-factiveness respectively. Similarly there are
many nominals consisting of prefixes and verb nominals stems
isuch as in (5&5. They are all idiosyncratic cases which

should be listed in the lexicon rather than be cerived.

Examples are:

(55) (a) a-bu-1é ilé
' 'a hut' house
(1) B-th-ri tori?
" 'centre of head' 'head'
(¢) a-gba-ra gbd, ara
' strength'’ ‘o1d', 'boay'
(d) a-gba-ri gho ori
"skull' 'old' ‘'head'
T1.2.3 Serialized Verbs2 as Stems.s

A stem of serial verbs consists of two or more

semantically compatible verbes Juxtaposed to uncergo

s, PO,

It should be noted that 1dé though yexints in tue langus.e

it is rarely used. Instead '8afdf or idérl ure often useds

For detalls on serislized verbs sece swobuluyi, ©. (1977
h 111 ).

©

RN
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prefixation to form nominalizations. It. is observed that
all the different meanings found in serial verb constructions
like purpose, non-purpose infinitivies, causative-inchoative,
comparative and adverbial senses are found in this type of
nominalization. Consider.

(56) (a) k-dfe-bp purnose

(fact-fight-get loose)
1the fact of fighting to get loose’

(b) & -ji-ki - non-pup-nose
(fac t-wake-greet)

‘fact of waking up to greet1

(c) £i-tkn-lo causatiye-inch oative
(fact deceive-go)
"fact oftricking one to go'

(d) &-3h -Ip comparative
(fact-excelling-go)
'fact of excelling*®

(e) &-ba-19 comitative

(fact-with/on behalf of-go)

'fact of. going with or on behalf of*

(f) h-mu-ge in strumerital
(fact-take-cut)

'fact of using tocut’

(g) a-se-fun dative
(fact-do-give)
'fact of doing for'

(h) &-ba-se benefactive
(fact-help-do)
'fact of helping to do1

(i) h-mu-v/a-fun dative
(fact-take-ccne-lor).
'fact of bringing for~

(J) &-ba-mu-wa-fun bene.fr.atj.ve
(f act-help-take~come~.; 1vj)

'fact ox helping to bring for'.
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These are a few serial verb forms which can undergo prefiza-
tion to derive nominalization. Notice that many oi the
socalled personagl names (oriki 'cognomens') are derived from
serial verbs.A Consider: | )
(57) (a) &-be-ké : (female)

(fact-beg-pet)

'fact of begging to pet'

(v) &-ad-ké (female)
(fact-struggle-pet)-
'fact of strugegling to pet'

(e) A-tan~wa (male)
(fact-~again~-come)
'fact of arriving again'

(a) 2a-pin-ké (female)
(fact divide-pet)
*fact of dividing to pet'

7.2.4 Ideophones as étems.

Many nominal compounds have ideophonic stems.
The productivity of ideophonic prefixation is however
severely restrict, DBy this we mean that the process is
not as produétive as the verb systems., The reason is
partly due to the fact that the ideophones do not have the
type of factual information éommonly glven to derivations

of verdb systems. RExamples are:

(88) (a) od-birikiltl from ~birikltld
agent-round 'vround’
(v)  d-péléheé ' ~p§léngé
é agent-slim : Yslin!

a slim person
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(¢) bd-geere '  geere
(fact-of running Towards) 'running towards'
'fact of running towards'

(a) o-shtiru 3 suhrt
(fact-of gushing) - ‘gushing'

‘fact of gushing’

Notice that (a) and (b) are the same as the habitual agentive
prefix /8-_7 we have already discussed while (c¢) and (d)
behave like the factive /&~_7/ prefix also discussed earlier
in 7.1.0. Although we cannot predict accurately what ideo-
phonic stems will téke what prefixes to derive nominal
compounds, we do have access to the information on both
prefixation and ideophonic gtems., In the light of this, we
suggest that such ideophonic nominal compounds be listed in
the lexicon: but there should be filters in the grammar
which will filter out the several possibilities to retain

what actuzlly occur.

7.3.0 Gerundive Form As A Stem.

There are many nominal compounds in the language
which seem to have undergone both the gerundive reduplication

and prefixation as witnessed by the following examples:

(59) Verd Gerundive - - ° ‘Nominalized - form ' °
Constituent (a) . .{b)
(a) Kké kiké a-kixé . aké
'to cut! 'cutting' 'that which 'an axe'
cuts'
(p) ai , alai | ' e-aial edi
Yto cork ‘corking : “that which 'a cork’
corks'
(e) 4 tith ‘ -t et
'$o0 dis~  'discharging' 'that which is 'pus'’

charge' " . discharged!
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(@) s bibo B-bODd 2bd
'to cover' 'covering' . 'fact of 'protection’
“covering'
(e) ye& viye L A=yl ye hye
'to survive' 'surviving' 'fact of '"being
) surviving' alive'
(£) ra rira . O-FAFR" sry’
'to pull! 'pulling' 'agent- (no Bnglish
gerund gloss)
) pull'
(g) gbh " gbigbd &-gblgbh egbd’
'to get/ 'getting' (No ¥nglish gloss)
agree' - )
(h) 12 1{1a C3-1112 ala
'to split'  'splitting' *that which 'a parti-
divides' tion'.

There are several forms that derive from this stem.
in the language. Notice that the process is neither produp—
tive nor recoversble. kven in cases where it is obvious that
tone assimilation has applied‘to obliterate the underlying
representation of the gerundive prefix, it is not clear how
such a minor rule is to be formuiated. Another problem is
that the prefixes do not retain their lexical meaning at
the simple surface structure. Notice that although the
forms have recognizable verbal stems, prefixation has becone

so opague that the process cannot be determined.

In the preceding sections we have attempted to
show which nominal forms should be listed in the lexicon
and which are to be derived. We have argued that all
simple-stem nominals, nominal compounds with gerundive-
form stems, and some verb nominal stems be listed in the

lexicon. These are the unpredictable and non-productive

e AT W@ s AR TR TG T AL K T B D, eTeE

These are spirits which perform the actions associated
with their nanes.
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forms. However, 1t must be noted that we cannot use the
principle of analysiability alone to determine whether one

form should be listed in the lexicon or not.

7.3%.1 The Genitive NP.

As observed earlier in this chaptér (7.0.0) the
genitive NP consists of two non-conjoined nouns of which
one is the head and the other the attribute. The construc-
tion is an endocentric structure. It should be noted that
the term possessive is severely restricted so much so that
it is inadequate to describe this construction because it
expresses many other notions besides that of possession.
The following are some of the notions commonly expressed
by the construction: habitation, material, location, content,

container, for, to, during and cause.

The predicates.of the adjoining nouns that express
these notions are already deleted before their surfaée
appearance: Consider the following examples:

(60) (a) ind (wa nl) or{ ina ori Habitat
?louse (be in) head' (louse head) ‘'head louse'
(b) “ina (wa ni) asp’ ina ago
louse (be in) clothes (louse clothes) 'clothes louse’
(¢) ‘eku (wh ni) 118 eku 116

rat (be in) house (rat house) 'mouse’

(a) eja (wh ni) Okun ¢ja Okuy

fish (be in) sea (fish sea) (Sea fish'
(e) eku (wa ni) Oko eku oko
' rat (be in) farm 'rat bush'  'rat'

ey

(61) (a) apoti (tf a £i) igi (se)  dpdti igi Material
: box (that one put) wood (do) (box wood) ‘'wooden box'
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(k!,

(p) apo (tl a fi) sanyén (hun)  agp, sanyan

‘cloth (that one put) silk cotton (weave)' cloth silk
sotton' 'Silk cotton. cloth'

(c) ilé (ti a f£i) yanrin (mo) ile yanrin

‘house (than one put) sand (buildf house sand’ sand
building'

(d) ot (ti a £i) Qka (pon) ot oka

\wine (that one put) millet (brew)’ (w1ne mlllet)
: : "millet wine'

(62) (a) &bé il¢ ~'under ground' Location

(b) ori oke (head hill) ‘top of the hill'

(¢) 1rawd il¢ (star ground) 'land star' (Borreria
Rampisparsa)

(&) eti/apa dkun (ear/arm sea) ‘'sea side'

(63) (a) epo 1gd (oil bottle)  'bottled oil' content
(b) emu 1gd (palm-wine bottle) ‘'bottled palm-wine'
{(c) oti agbd (wine gourd) ‘gourd wine'

() emu 1sa (palm-wine pot) 'pot palm wine'

(64) (&) 120 epo (bottle oil) 'oil bottle' gcontainer
(b) 1gd emu (bottle palm-wine) ‘'palm-wine bottle'
(¢) agbe oti (gourd wine) 'wine gourd'

(d4) 1i1gh emu (pot palm-wine) 'palm-wine pot'

Additional groups could still be identified such
as temporal group in which the deleted predicate might
~conceivably be NI '(occurring) IN' such groups will include
NPs like those below.

(65) (a) djo (ni) dwiry (raih) (ocourring) (1n) morning)
'morning rain'

(b) orun (ni) alé v (sun) (in) (evening) 'evening sun'

(c¢) 1ird (nl) oward (dew)(in) (morning) ‘'morning dew'
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7.3.2 The Pseudo-iFogsesgsive Congtructlions.

Lven some of the geﬁitive structures with overt
possession iﬁterpretations have the 'recoverable deleted
predicates' in their undeplying structures.- Consider the
following examples:

(66) (a) ona (si) oko (road (to) farm) 'road T0 the farm'
' si DEL

(p) ond (si) 1gbé  (road (to) bush) (road (70) the bush)
'footpath'

(¢) ond (f4n) ok (road (for) vehicle) ‘motorway’
FUN_DSL

(d) dpa (f4n) asqg (stick (for) cloth) 'yardstick1

What is clearly appreciable in the genitive
construction is that the semantic relationship of modifi-
.cation is preserved by fhe syntactic configuration of post-
nominal element plus head noun; a glace alt the wide variety
of post nominal nouns possible in Yoriba, as illustrated
aﬁove, indicates tinat all post-nominal nouns are interpreted
as modifiers of the preceding nouns. So the transformation
of a proﬁositioh to a two-element NF consistently preserves
the information as to which element is the head noun and
which i1s the modifier, by means of the syntéctic device of

word order.

7.%2.3  The Possessive Construction.

The type of ambiguilty that the genitive construc-

tion is open to is clearly evident in the possessive

This could mean either yardstick or a yard of cloth in
some dialects but in 8Y it is 'yardstick',




i
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structureé. Consider:
(67) eja dj6 (fish ojo) '0jo's fish!
which has at the very least the following interpretations:'

(68) (a) eja ti 836 ni  (fish that Ojo has)
'The fish which Ojo owns'

(b) eja ti djd pa (fish that ojo kill)
'The fish which Ojo caught'

(c) eJs t1 0Jo 1 sln  (fish that Ojo -ing tend)
(Qjo's pet fish' '

(a) eja ti 0jo r&  (fish that Ojo buy)
'The fish which 0jo bought'

(e) eja ti 036 & j¢ (fisn that Ojo will eat)
'The fish that Ojo will eat' |
Similarly, are the nouns ~'aworan 'picture' 1rdhln 'news'
and. drd 'statement' when they occur in possession constructions
involving nouns with fe;tures [+ Animateé?vdﬁ human_7/.
Consider the following examples:
(69) (a) Awdran Adé (picture Ade) 'Ade's picture'

(b) Awdran ti Adé ya (picture which Ade draw)
'The picture drawn by Ade'

(¢) Awdréan ti Adé hdn ni bé
(picture which Ade appear in there)
'A photograph of Ade' '

(a) Awoéran ti Adé ni  (picture which Ade has)
'Ade's picture'
Notice that the only rule that applies to derive the
possessive constructions from relative clauses, is the
elementary rule of Deletion, which deletes evepry iten

except the head noun and the attributive noun.
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T3l The Apvositive Construction-

—

Bamgboge k1966:‘109)‘observes quite correctly
that an appositive construction results 'if the nominal’
that is the attribute, can be éubétituted for the head in
the context. By this, he~means that the two nouns that
form the appositive construction are referentially identical.
Consider:
(70) Adé gbéndgbéna  (ade Carpenter) 'pde the carpenter'

(71) adx{td dyinbd (doctor Buropean) 'A European doctor'

Notice that (70) and (71) are derived from restrictive
relative clauses (see Chapter IV above). In both cases,

two verbs, namely ge and je both meaning 'to be' are

involved. Consider:

(72) Adé tl 1 se gbénhebénh wa si ibi
(Ade who he be carpenter come to here)

'Ade the carpenter came here'
which is the underlying representation of (70) while (73)
“below is the underlying representatidn of (71).

(73) Mo_ri dokitd ti o j& dylnbd
(I see dokita who he be Ruropean)
'I saw a Buropean doctor'

Like the genitive structure discussed in the preceding
sections the elementary rule of Deletion deletes all items
of the relative clause leaving behind the two (»referentislly

identical nouns of the appositive construction.

To sum up, both the possessive and the appositive
constructions are similar in that they are both endocentric
structures consisting of two nouns of which one is the head

and the other the modifier or thée attribute. They are both
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derived from the relative clause constructions. However,
there is a major difference oetween the two. The attribute

of the appositive construction is referrable to its head

noun while the modifier and the modified nouns of the

generitive construction are not referentially identical.
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CONCLUSION .

The present study has been carried out with dual
purpose viz! to provide an accurate account of the process of
nominalization in Yordbd, aqg‘ﬁfom_such an account make some
useful general deductions about the natural language and
theories about it. One justification for undertaking a
Trénsformational Generative.analysis of a language is the
expectation that it might give greater insight into language
by showing how‘gram$atica1 catégbries fit together and by .
making some contribution to linguistic theory. This considera-
tion has guided our approach to the analysis presented'in
this thesis. We have adhered to the principle of 'levels of
adequacy for Grammatical theory', that is, observational,

descriptive, and explanatory adequacies in our analysis.

We have strictly observed the language data and
made it our guiding principle. Also we havé resisted the
temptation of forcing the Yorbib4d langusge data into a descrip-
five mould designed for Indo-European languages, and, which
may not necessarily fit Yortbd as well as it fits, say, the
English 1anguage;.a temptation -into which the traditional

4

Yortb4 Grammarians had fallen.

Yet, if a linguistic theory has any value, it lies
partly in its general applicability to any human language no
matter wherever it is spoken. For example it'is the case that
all human languages have Noun Phrases, and Verb Phrases, and
most if not all have such syntachtic processes as Pronominalizs-
tion, Relativization, Reflexivization, and probsbly EéuimNP
Deletion., This leads natufally to our ﬂelief in the Uniﬁersal
Base ﬁypothesis; However, how each of these syntactic opers-

tiong is formally characterised will surely vary from one




language to another,

Several conclusions are inevitable fro& our treat~
ment of the syntax and semantics of Yortb& hominalizations,-
and the implications for a theory of language. Firsﬁ, the
processes that produce nominaliéaﬁions produce infinite forms
as the sentences of any huhan language. It is as impossible
to write a diectionary of sentences as it is impossible to
write a dictionary of nominélizations. What is needed is a

mechanism which will-produce nominalizations.

Our gnalysis of nominalization in Yoriba has proved
that morphélogy is essential to the derivational processes of
compound nominals. (See Chapters II & VII), 1In fact, we hope
that our description has shown that for a language like Yortbd,
a separate morphological component on the same level with the
syntax-semantic and phonological components is needed in order
to be able to give an adeéuate Yortib4 word derivation. Our
theory has to be able to distinguish between information which
has to be fecorded in the lexicon, and the inforﬁation which

is predictable and can be obtained outside of the lexicon.

Chomsky and the lexicalists claim that only gerundive
nominals but not the derived nominals could be generated by the
same phrase structure rules of the base that generate sentences.
We have demonstrated that these restrictions do not apply to
Yorlb& because the characteristics of Yorlb4 sentences are
also found in the derived nominals in the language., We hope
we have demonstrated sﬁccessfully that syntactic transformations
are possible before P1 level, that'is, the‘phonological level at
which, Chomsky argues, all syntactic transformations should

take place.
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