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Abstract

This dissertation proposes a formal semantic characterization of topichcod and an account of the
relationship between Topic and core Grammatical Relations. The theoretical framework employed
is a form of HPSG (Pollard & Sag (1994)).

The notion of Topic has been widely invoked in descriptions both of sentence structure and of
intersentential discourse relations. Despite this a formal characterization of this notion is lacking in
the literature. It is proposed here that Topics should be seen as predication targets at an underlying
semantic level, and that the Topic-Comment relation is analogous to that between possible worlds
(situations) and the propositional contents which they support. A Topic is interpreted as a point
whose location has to be fixed in some conceptual space formed by the Comments, and this
metaphor is extended to the overall Topic of a discourse sequence. Formally, it 1s suggested that
Topics and Comments can be treated as the points and open sets respectively of a topological
space. It is claimed that this captures well-known semantic restrictions on which NPs can be
made Topics of a sentence. The proposed treat.ment is also extended to intersentential Topic
relations.

This account of Topics is made the basis of a revision to the relational hierarchy, which un-
derlies many relational theories of grammar. It is proposed that basic predicates in langnage are
maximally binary and sensitive to topichood, their initial Subject being the default predication
target or Topic. Predicates of greater valency are treated as composite, and the effects of the
relational hierarchy are derived from rules governing the process of composition. A number of
cross-linguistic phenomena are examined which bear on the relationship between Topics and core
Grammatical Relations, including the double Subject constructions characteristic of Japanese and
other East Asian languages, the clitic doubling of Objects which is an areal phenomenon of the
Balkans, and the so called “Object agreement” of Amharic. Finally a chapter is devoted to the
nature of Indirect Objects, which are argued (against standard views) to rank above Direct Ob-
Jjects. It is claimed that with this approach an important part of the relational basis of syntax can

be derived, without losing descriptive accuracy, from the proposed treatment of predication.




Chapter 1

Introduction

1.1 Grammatical Relations

This dissertation takes its starting point from the centrality of Grammatical Relations in charac-
terizing the structure of a language - in a sense a traditional insight, but one which might be said
to have been rediscovered in the context of modern linguistics by Relational Grammarin the 1970s
(Perlmutter, Perlmutter and Rosen [253, 259]). Work in this framework, and others influenced
by it!, has contended that it is more revealing to describe a variety of syntactic phenomena in
terms of operations on Grammatical Relations (GRs) than in terms of transformations on strings
or on constituent structure trees. This view, though not uncontroversial, will be assumed without
argument in most of what follows, just as the opposite assumption is often made in other work.
Although a few things will be said about the mapping between GRs and phrase structure,
this question will not actually be the main focus of interest. It is common within the Relational
Grammar tradition to see GRs as syntactic primitives, and for many purposes this may be justifi-
able. Nonetheless it is also possible to see them as mediating between phrase structure on the one

hand and semantic predicate-argument structure on the other?, and from this point of view the

Lef. especially LFG (Bresnan [48]), HPSG (P&S [264, 265].

2See for example Perlmutter [254], Bresnan [48], Wechsler [319], Ackerman and Webelhuth [3]. In Categorial
Grammar, too, GRs are defined semantically, in terms of the order of application of functions; this approach, in a
modified form, also plays a role in the present theory.




2 CHAPTER 1. INTRODUCTION

possibility that they may have a semantic or informational basis is one which keeps recurring in
different forms. It is the latter side of the equation - the semantic face of Grammatical Relations
- that will be the primary concern of this thesis.

The basic classification of GRs, and the terminology adepted, will largely follow that used in
Relational Grammar and its more formalized descendant Arc Pair Grammar, the whole account of
GRs being embedded in the more comprehensive typed feature structure formalism of Head-driven
Phrase Structure Grammar (HPSG). The framework will be presented formally in Chapter 2.1
below, but an informal introduction may be appropriate here.

Although I will not be formally working within Relational Grammar, the latter framework,
with its high level of abstraction, provides a convenient vocabulary for discussing a number of
phenomena, and I will make considerable use of it especially when I do not wish to get embroiled in
theory-specific issues (such as the polemic between derivational and constraint-based formalisms).
This applies particularly in this opening chapter.

The domain of enquiry consists of linguistic objects of various types, each type having various
attributes or properties which may involve a specified relation to other objects. Take for example
the clause as a basic type of linguistic object. It has a number of properties, each of which may
be specified in relation to some other object - often, though not necessarily, a syntactic sub-part
of the clause (a constituent). For example it has a predicate, information about which will be
provided by looking at the appropriate subpart (say the main verb); this verb is said to bear
the GR “predicate_of” relative to the clause®. FEach other immediate constituent of the clause
similarly bears a particular GR relative to the clause?, and the constituents themselves may be so
analyzed in turn until an “atomic” object is reached which cannot be further analyzed (or where
further analysis is not considered useful).

In Relational Grammar itself the GRs have, besides their label (subject.of, etc.), an additional

parameter for the stratum in which the relation holds between two objects; the model is a multi-

3This relation is actually a function, as made clear in the Attribute-Value formalisms of LFG and HPSG.
4Note that Relational Grammar does not normally assume the VP as a single linguistic object, though this can
easily be accommodated in this framework if desired (for configurational languages).
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stratal one in which a change in GRs hetween strata is the main resource for capturing what in
GB-based theories (Chomsky [65]) are modelled by transformations. In Passivization, for example,
a constituent which bears the GR Direct Object in one stratum (say c;} bears the GR Subject in
the next stratum (c;41). Strata are numbered from an initial stratum c;, reflecting the thematic
structure of the predicate, to a final stratum ¢, which reflects the surface syntax.

Although in principle the whole range of linguistic information is modelled in this way, the GRs
of interest here are the predicate GR and the various argument GRs (“nominal GRs” in Relational
Grammar). An inventory of these will be given in Chapter 2.1, and the principled differences in
semantic interpretation between the two will be discussed in 3.

Among argument GRs it is important to distinguish - as different generative theories do in
different ways - between GRs like Subject and Direct Object on the one hand, and GRs like
Topic and Focus on the other. The normal approach to this difference is perhaps most aptly
summarized by the terminology used in Relational Grammar, where the former are referred to as
“core relations” and the latter as “overlay relations”. In Relational Grammar itself core relations
are assigned (and permuted if necessary) in the earlier numbered strata, while overlay relations
are added in the final strata. The assignments in the first stratum, which are related to thematic
structure®, are known as “initial GRs”; overlay relations cannot be assigned in this stratum. The
GB tradition too reflects the idea that core relations are more basic while overlay relations are
superimposed at some later stage of a derivation. In the configurational encoding characteristic
of GB, the positions corresponding to core relations are (in general) where an argument is base-
generated and receives a thematic role from the predicate, or else to which it is moved by operations
which are (at least classically) motivated largely by thematic properties of the predicate (e.g.
inability to assign an external 6-role). ‘The positions corresponding to overlay relations, by contrast,

are generated by functional heads representing information which is independent of the #-assigning

3See Perlmutter [254], Rosen [274] for debate within Relational Grammar as to whether they can be directly
mapped from thematic roles. More recent approaches tend to support Perlmutter's ariginal intuition that given a
suitable characterization of which semantic features are significant (which Perlmutter did not have at his disposal),
the assignment of initial GRs should be assumed to have a semantic basis. At present there is no universally
accepted theory, but I take Tenny [306], Levin and Rappaport [224] and Wechsler [319] as representing significant
steps towards providing such a characterization.
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head (such as discourse information or “information structure”).

The view of semantics underlying this architecture is that the lexical meaning of the predicate
is a relation with one or more argument-places (corresponding to roles to be assigned) - as, for
example, in a formula of first order logic. The order of arguments is not intrinsically important,
and there is no obvious notion of topic-focus structure associated with it. If the latter notion is
desired, it has to be superimposed by various dynamic additions to the semantic theory. Some
current approaches to doing this will be discussed below; they have in common that in one way
or another they locate topic-focus structure in the process by which the semantic structure for a
sentence is obtained, i.e. outside this semantic structure itself.

Starting from the premisses just described, this approach is reasonable and perhaps the only
viable one. However there is an alternative to the Fregean notion of a predicate, one which is
rather closer to the idea of predicate in traditional philology, but which has alsc been investigated
by the Prague School and was brought back to prominence in generative linguistics in a seminal
article by Kuroda [207]. In what follows I wish to suggest that this, or a development of it, can
provide a semantics for topichood which does justice to both the declarative and processing aspects
of the meaning of a predication. This idea will be elaborated in section 1.2 below.

Following Kuroda I distinguish between affirmations which have a notional Subject and those
which do not (categorical and thetic judgements respectively in the terminology of the Prague
School). To take Kuroda’s examples (1.1), 1 is a thetic judgement, comprising an act of recognition
of an event type, while 2 is a categorical judgement, recognizing the relation of an event type to

a previously fixed individual, which is marked with the Topic marker wa:

(1.1) 1. Thetic judgement

Inu ga neko o otkatete iru. (Japanese)
dog NOM cat ACC chasing is

The dog is chasing the cat. (Look - the dog’s chasing the cat)
2. Categorical judgement

Inu wa  neko o oikatete iru, (Japanese)
dog TOP cat ACC chasing is
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The dog is chasing the cat. (The dog - he’s chasing the cat)

In this example the notional Subject, where there is one, is also the grammatical Subject (the
default situation in many languages). However it is clear, as will be discussed below, that the
two do not always co-incide, and I will in fact identify Kuroda’s “notional Subject” with TopicS.
Thetic judgements do not have a Topic, in the normal sense of an NP, but the situation being
described can itself be regarded as performing an analogous function”.

This idea of predication makes possible a different approach to core and overlay GRs. This is
because on this view not all the arguments represented in the thematic valency of the verb are
predication targets (indeed it is possible that none of them are, as in the case of thetic judgements).
Assuming that predication is an integral part of the semantics of a clause, this means that the latter
can no longer simply be read off the initial stratum of GRs. The “overlay relations” contribute
to intraclausal semantics (through predication), as well as its integration into the interclausal
context.

In the next section I examine the CO!ltI'OVGl‘SiElLI overlay relations of Topic and Focus in more

detail, before returning to the question of their integration into the theory of core GRs in section

1.3.

1.2 Topic and Focus

At the core of this thesis is thus a proposal for a formal semantics of Topichood, and an attempt to
connect this with Grammatical Relations within the clause, as well as with certain intersentential
phenomena. The formal theory will be presented in Chapter 4.

Chafe [62] draws attention to the lack of rigorous definition of the idea of Topic, the title of his
article highlighting the many different factors that are often invoked in this connection. While he

may have helped towards his main objective of “clearing the air of proliferating obfuscation”, it

8Kuroda eschews this term as too vague - a question which is to be addressed in the next section.

7Shir {104, p.26] describes these as “stage topics”, which has the advantage of exploiting their association with
“stage level” predicates. Only stage-level predicates can have stage topics. (However the converse is not true, so
the association can be misleading). In any case my present purpose is rather different from Shir’s, and I retain
“situations” as the relevant term, because of its importance in the formal semantics I will be using.
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could be said that a positive formal account of Topic is little nearer now than it was then®. This
may be because, as has been suggested, this notion is not amenable to formal semantic definition
- in which case the leading idea of this thesis is simply misguided. However, the attempt to find
a model-theoretic basis for Topic-Focus structure may be defended, at least prima facie, by the
following considerations.

First, sentences differing only in topic-focus structure are known to have different truth con-
ditions in the presence of certain focus-sensitive elements such as only. For example the following

contrast occurs in the presence of focus intonation (Rooth [273}). (Assume a domain including

john, kaiti, lena, mary).

(1.2) 1. John only introduced Lena to Mary. - false if John introduced Kaiti to Mary.

2. John only introduced Lena to Mary. - false if John introduced Lena to Kaiti.

However, the same contrast is also forced when one of the non-subject NPs is topicalized in

the syntax (hence constraining which elements can be construed as Focus):

(1.3) 1. Mary John only introduced Lena to. - false if introduce(j,k,m)

2. Lena John only introduced to Mary. - false if introduce(j,1,k)

Truth-conditional differences are also apparent in contexts where situations or events are quan-

tified over by adverbs or modals (Chierchia [63], Rooth [273]).

(1.4) 1. Doctors always examine patients. (False if a doctor fails to examine a patient)

2. Doctors always examine patients. (False if a patient is examined by a nurse)

(1.5) 1. Dogs must be carried.®

81 am referring to the provision of a principled denotational semantics, not the specification of algorithms for
particular computational processes. A popular example of the latter is Centering Theory (Grosz et al. [131]), which
formalizes the idea of (transitions between) attentional states but without elaborating on the semantic interpretation
of the entities used.

9This well known example is due to Halliday [134]. Sperber and Wilson discuss it as an example of a pragmatic
contrast [298]. Nonetheless it seems hard to deny that theve are different types of counter-examples (situations
where the modal is not satisfied) in the two cases, which is a truth-conditional difference. Thus a person not
wearing shoes will be a counter-example to the state of affairs prescribed by the second sentence, while a person
not carrying a dog will not be a counter-example to the first. The force of the Topic status of dog in the first can
actually be partly characterized by making it the antecedent of a conditional {see chapter 5 below), thus capturing
the contrast semantically. I do not question that pragmatics is involved in obtaining the interpretations.
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2. Shoes must be worn.

A similar argument is provided by generics. (If generics are treeated as implicit quantification,

then it collapses into the same argument). The example below is from Pinker [261].1°

(1.6) 1. Beavers build dams. (true)

2. Dams are built by beavers. (generally fulse)

Finally, the truth-conditional evaluation of a sentence can be problematic if a Topic fails to
refer, whereas this is not the case for a non-Topic. Since this example is directly relevant to
this thesis, this will be discussed in more detail in Chapter 4. Briefly, however, for the first two
sentences of (1.7), it is debated whether the truth value is false or undefined (I will be following
Strawson [302] in claiming that it is undefined)., The other two sentences, where “the King of

France” is a non-Topic, are straightforwardly false.

(1.7} 1. The King of France visited the Pope at the Vatican.
2. The King of France the Pope received at the Vatican.
3. The Pope received the King of France at the Vatican.

4. The Pope the King of France visited at the Vatican.

I conclude that there is scope for a formal semantic interpretation of Topic-Focus structure.
However one major obstacle is the lack of agreement in classifiying the phenomena and in the
terminology used. The remainder of this section will be devoted to clarifying what I understand
by Topic (and incidentally by Focus). Chafe draws attention to the association between Topics
and five related concepts: givenness, contrastiveness, definiteness, subjects, and points of view.
This will provide a convenient place to start the discussion.

The relationship of Topics to Subjects is an old insight. First it has to be recognized that
Subject, as a descriptive term, has been used in at least three clearly distinet senses, which it

is convenient to distinguish using the terminology of Relational Grammar. (i) First it can refer

107 assume the main effect of passivization in this example is to change the Topic.
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to the “grammatical subject” - in RG terms the constituent which bears the Subject GR in the
final stratum and hence enjoys a number of grammatical privileges. (ii) Second it can refer to
the “logical subject”!!, the bearer of the same GR in the initial stratum, which has also a close
relationship to the semantic role of Agent or Actor!?. (iii) Finally it can also be used of what is
referred to as a “psychological” or “notional subject”, and it is in this sense that it is very close
to the modern linguistic notion of a Topic.

Chafe himself picks up the traditional idea of “aboutness” being the key characteristic of a
Subject; clearly here he is talking about the third sense of Subject listed above, and he develops
the idea along lines which have been productive in more recent work but generally in connection
with Topic; it is the “hitching post” [62, p.44] to which new knowledge is to be attached (a
metaphor replaced in later wo;!c by file-cards), and is the key element in what as far as I know
is the first theory of “packaging”. Clearly this cannot refei- to any of the other ideas of Subject,
as the nominal which plays this role can be an initial (or even final) Object - or, as in the case
of “hanging topics” in East Asian languages, appears to be outside the thematic structure of the
verb all together.

The Topic of a sentence is thus, from one point of view, exactly what is often referred to as
the “notional Subject” (Marty [229], Kuroda [207], Rothstein [275], Kiss [192]). However, clearly
this is a semantic notion, while Topic was introduced above as a Grammatical Relation (GR)
borne by a particular constituent of a sentence. Just as the interface between Initial Subjects and
thematic roles has prompted intense empirical investigation, the same is required for the empirical
relationship between the GR Topic and the semantic notion of Topic which will be defended here.
Some of these empirical issues will be discussed in later chapters. However, I give some examples
of the cross-linguistic range of grammatical phenomena which are normally treated as instances

of Topic {and will be so treated here). In the English examples, the constituent assumed to bear

U This use of the phrase goes back to the early work of Chomsky. The uneasy conflation of syntactic and
semantic levels implied by this terminology has often been pointed out in the literature, and it will be avoided in
the rest of this thesis in favour of *Initial Subject”. In a similar context Bresnan [50] peints out problems with
the assumption that syntax should show any kind of isomorphism with the logical structure assumed in first order
predicate-argument representations.

12 Throughout this work, thematic labels of this kind are used purely descriptively and are given no theoretical
status.
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the GR Topic is italicised.!3

(1.8) Topicalization:

The difficult, we do at once.

(1.9) Left Dislocation:

Mary, we saw her sunbathing the other day.

(1.10) Clitic Left Dislocation:

tin kopela  tin-kseroume. Greek
the,Acc girl,Acc CL,Acc,f-know,1pl
The girl, we know.

(1.11) Right Dislocation:

I told him, the idiot.

(1.12) Hanging Topic {“Nominativus pendens”!*);

Yama wa ki ga kired desu. Japanese
mountain Top tree Nom beautiful Cop

The mountains - the trees are beautiful. (In the mountains the trees are beautiful).

These examples illustrate some of the syntactic and semantic issues that will arise. First, Top-
ics tend to occur at the periphery; normally the left periphery. I will also examine the possibility
of having in situ Topics, just as many languages have in situ WhP’s, with the relevant seman-
tic dependency being treated as a non-local dependency separate from that which characterizes
extraction.

The relation of Topics to other elements which can occur on the left periphery, especially

certain adverbials, also requires clarification.

13Note that commas have been used, sometimes contrary to normal English conventions of punctuation, to indicate
the characteristic intonation contour of the end of a Topic phrase (Jackendoff’s [162] “B-accent” - a falling-rising
contour, followed by a slight pause).

14This traditional name is, of course, rather misplaced in the present context. In Japanese the Topic marker
conirasts with Nominative Case.
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The other issue raised here is the relationship between the Topic and the argument-structure
of the Comment. In (1.8), the topicalized constituent fills one role assigned by the predicate,
by means of a straightforward non-local dependency in the syntax. In (1.12), the Comment is a
complete proposition and there is no unsaturated role for the Topic to fill. Nonetheless, as will
become clear, the relationship between the Topic and the argument-structure of the Comment is
not free; it is subject to semantic constraints, which I attempt to specify and to characterize in
a unified manner. In the other examples the relevant argument slot is filled by what appears to
be a pronoun (uncontroversially in the English cases), with whose referent that of the Topic is
identified.

Before continuing, some of the alternative proposals for a semantic characterization of topi-
chood will be briefly discussed. The first is the characterization of Topics as “old information”,
the inadequacy of which is already discussed by Chafe. The intuition, of course, is that in a
sentence like (1.13), the unmarked interpretation is that new information is being offered about

an already-known entity.
(1.13) Mary is wearing a new coat.

While one might suppose that the infermation offered by the “comment’ part of the sentence

is new!®

, even this part of the sentence can equally include references to known objects - as, for
example, in the minimally different (1.14). The example in (2), due to Chafe, makes the point more

vividly. We can assume that the referent of “your wife”: is known to the speaker and especially to

the listener.
(1.14) Mary is wearing her new coat.
(1.15) I saw your wife at the party.

The effect of this is surely to undermine the usefulness of the given-new opposition, at least

in this simple form, in characterizing Topics. In fact it is possible to go further. The examples in

15Though even this is simplistic, given the wide range of communicative functions that can be performed by a
sentence of this type.
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(1.16) are of a type much discussed in Jackendoff’s work on cognitive semantics [163, 164, 165].
They describe the location of the referent of the Subject with respect to a fixed reference point.
The Subject is clearly also the Topic; but crucially, it is the Object, or prepositional Object, that

has to be a known (and salient) entity for the sentence to convey informaticn.

(1.16) 1. The plane is at the end of the runway.
2. The submarine is off Land’s End.

3. The space probe is orbiting Saturn.

The traditional model invoking old and new information will be replaced here by a completely
different model, for which the sentences in (1.16) can be thought of as paradigmatic. The Topic
can be thought of not as “given” information but as the object of enguiry, whose location in a
given conceptual space is to be defined by the Comment. In these terms it is the latter, and
not the former, that provides a fixed frame of reference!®. It is helpful here to think in terms of
the denotations of Comments as being sets, and the meaning constraints on these Comments (for
example informational containment) being set-theoretic relations such as the subset relation. The
Topic can then be thought of as denoting a point whose location in this space is to be pinned
down.

To change the visual image slightly, the sets can be thought of as a grid onto which the point
represented by the Topic is to be plotted. (The two-dimensional image of a grid is perhaps easiest
to visualize). For example the rational numbers arranged on two axes can be used to construct
such a grid for a plane, with reference to which the position of any point on the plane can be pinned
down with a greater or lesser degree of accuracy. Note that the absolute location of such a point
is never assumed to be known; it is only approximated by the information in the grid. To use
a metaphor which goes back to Wittgenstein, the grid is like a net, with different sized meshes,
in which information about the world can be caught but the world itself always slips through

(Landman [210, p.19]). In Topology such a grid is known as a basis [295, p.99{], and is used for

18 At least it will be assumed for the present to be “fixed”, though the possibility of changing it during discourse
will be brought up later.
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“catching” real numbers, or in this case real points on a plane. It will be necessary to construct a
similar basis out of propositions or observations to catch Topics. This will be described in later
chapters.

Another important notion often connected with Topic is that of contrast. Topicalization in
English is said to be contrastive, and it may be accepted that this is normally (though not always)
so. Likewise one of the two main uses of the Japanese topic marker wa is to signal contrast (Kuno
(204], Clancy and Downing [70], Iwasaki [161], Ueno [313]). “Hanging topics” and post-topics, on
the other hand, never seem to be contrastive,

There is however scope for confusion here, because contrastiveness is also a characteristic of a
certain type of focus (“contrastive” as opposed to “presentational” focus)!”. My usage of these
terms will be as follows. Presentational focus simply designates that part of the sentence which
is not Topic, as described above. By default (notably when the Subject is Topic), the VP is
often marked by focus intonatien at its right edge (cf. Jackendoff [162]). In a “thetic judgement”
the whole sentence may form a single intonational domain with the same focus intonation. Pre-
sentational focus is discourse-neutral, in the sense that it is not assumed to be the answer to a
question or to be excluding any particular alternatives {(and its intonation, though having the
contour described, is free of any “marked” emphasis). The use of the word “focus” here is thus
possibly misleading, deriving perhaps chiefly from the traditional perception that Topic and Focus
are complements and that therefore whatever is not Topic is “Focus”.

Contrastive focus I tale to be assigned to a constituent which is the answer to a Wh question
or which is replacing an alternative, say as a correction. When a VP-final constituent is focussed
in this way, the resulting intonation is similar to that described in the preceding paragraph!®,
though when another constituent is focussed (as in (1.17.1), the intonation is clearly distinct. In

English the semantic effect is roughly equivalent to that of clefting!®:

17Chafe's own discussion of contrastiveness seems entirely devoted to what I would claim are examples of focus.

18 Jackendoff [162] associates focus with a characteristic falling intonation (A-accent), which is assigned as a
phonological feature and passed up, in this case, to the VP node, while the associated semantic feature affects only
the interpretation of the relevant sub-constituent.

197n English, the semantic effect of contrastive focus based on intonation alone is said to be weaker than that of
clefting. The similarity is perhaps closer for contrastive focus associated with a particular focus position (Rooth
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(1.17) 1. Mary ate your chocolates.

2. It was Mary who ate your chocolates.

3. We were drinking tomato juice.

4. It was tomato juice (that) we were drinking.

Despite the apparent similarity between the two kinds of “Focus” there are many reasons,
both syntactic and semantic, for distinguishing systematically between the two, and it may be
questioned whether they should even be treated as a natural class. Semantically, NPs with weak
determiners occur naturally with presentational focus (postverbally in “there” existential sentences
for example), whereas NPs bearing contrastive focus normally have the function of identifying in-
dividuals, thus often requiring strong determiners (this idea will be discussed more formally later).
Syntactically, it would seem that only contrastive focus can be associated with the characteristic
focus position or focus markings in focus-oriented discourse-configurational languages.

Hungarian, for example, is well known as a language with a clearly defined “Focus position”
immediately preceding the verb?®. However only constituents bearing contrastive Focus can appear
in this position (Kiss [193, p.212-3]), while NPs in presentational focus (along with, for example,
those that form part of Verb-Object idiom chunks) have to appear in the post-verbal field (in
which they are claimed to be base-generated).

Focus in Greek is somewhat similar to Hungarian in this respect, the main exception being
that the “movement” of an NP bearing contrastive Focus to pre-verbal position is optional®!.
The data in (1.18) show that in the discourse-neutral context which was claimed above to char-

acterize presentational focus, appearance of the “focussed” NP in the pre-verbal Focus position is

ungrammatical.

(1.18) 1. Contrastive Focus

[273, p.296]).
20The classic study of Focus in Hungarian is Horvath [155]. Brody, e.g. [55, 54], treats the Focus position as the
Spec of a Focus Phrase (the verb raising to F?), while Kiss {193] argues that it is Spec VP. This will not be debated
here in these terms, but the relationship between Focus and predicate-argument structure will be returned to later.
21 For GB analyses of Focus in Greek along the lines of Brody's work on Hungarian, see Angouraki [16], Tsimpli
[310]. For critical discussion see Tsiplakou [312, Ch.3].
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(a) Meta ti idhate?
after what,Acc see,Past,2pl
Then what did you see?

(b) Ena OUFO idhame / idhame ena  QUFO
a,Acc UFO,Acc see,Past,lpl / seePast,lpl a,Acc UFO,Acc
We saw a UFQ.

2. Presentational Focus

(a) Meta & eyine?
after what,Nom happen,Past,3sg
Then what happened?

(b) Idhame ena  QUFO / % ena OUFO idhame.
see,Past,Ipl a,Acc UFQ,Acc / * a,Acc UFQ,Acc see,Past,ipl
We saw a UFO.

So having separated contrastive Focus from presentational Focus, how does contrastive Focus
differ from contrastive Topic? And on the other hand, what is this property of “contrastiveness”
that they have in common (and which leads to them being so often confused)?

As part of the characterization of Topic in (ﬁhapter 4, 1 propose 'a “semantics of contrast”
based on possible worlds (the relationship between this and the use of topology will be discussed
in due course), On this approach, Topics play the role of worlds (or situations), in that they
set up a deictic context with respect to which the proposition represented by the Comment is
evaluated. The effect of contrast arises from the partition of the set of worlds accessible at the
point of evaluation. Thus the sentence in (1.19), with its two contrastive Topics, will be given the

semantics suggested (informally) by the paraphrase.

(1.19) 1. Mary1 like, but her friends I think are crazy.

2. The accessible individuals are partitioned into mary and mary’s_friends, and
considering one the proposition “I like this person” holds, and considering the other a

proposition holds which entails “I don’t like this person”.

Topics have been compared to the protasis (antecedent) of conditional sentences (Haiman

[133]), and it may be noted here that this possible-worlds semantics is close to one well-known
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way of looking at conditionals. The example in (1.19) may be compared with the following analysis

of a conditional sentence involving contrast:

(1.20) 1. If the sun shines we will go punting, but if it rains we will stay in bed.

2. The accessible situations are partitioned into those in which the sun shines and those
in which it rains. In the former one proposition holds, in the latter a contrasting

(presumably incompatible) proposition.

Contrastive focus is not “contrastive” in quite the same way. It does not involve the simul-
taneous assertion of two contrasting propositions in worlds which are both accessible, but rather
narrows down the possibilities, asserting one of a set of alternatives and excluding others so that
they are no longer accessible. It could be said that while Topic opens up worlds (the effect of
contrast arising in the particular case where it aopens more than one), the function of Focus is
to close them down. It is sometimes said that Focus is the complement of Topic, but from the
present perpective it would seem to be not so much its complement as its inverse. Let us briefly
look at how this can work in terms of the account of Topic suggested above.??

The Topic-Comment sentences in (1.16) above, repeated as (1.21), were analyzed in terms of

fixing the location of an object in space (the idea to be generalized to conceptual spaces).

(1.21) 1. The plane is at the end of the runway.

2. The submarine is off Land’s End.

3. The space probe is orbiting Saturn.

It is also possible to invert the problem, so that the presence of an object in a given location is
known or suspected, but the nature of the object is otherwise unknown. (More generally, it may
be the case that we are discussing a certain property, but nothing is known about the identity
of objects having that property). The question then becomes one of identifying these unknown
objects. The change in perspective is not unlike the “Gestalt shifts” between figure and ground

discussed by Jackendoff in the works cited above.

22¢f, Shir and Lappin [105) for a similar view of contrastive focus.
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(1.22) 1. The plane is at the end of the runway.
2. The submarine is off Land’s End.
3. The space probe is orbiting Saturn.
What is sought may not be an outright identification but just a constraint on the properties

of the object. It is important that in this case there is no existential presupposition, and even the

existence or otherwise of the object in question is relevant information.

(1.23) 1. A plane is at the end of the runway.
2. A submarine is off Land’s End.

3. A space probe is orbiting Saturn.

(1.24) 1. Nothing is at the end of the runway.
2. Nothing is off Land’s End.

3. Nothing is orbiting Saturn.

Turning to the other perspective suggested, using possible worlds and the analogy with con-
ditionals, it is noteworthy that conditionals can be “reversed” so that the protasis or antecedent
gives the focussed information rather than setting the stage. Although this is not purely a matter

of order, this is often most clearly seen when the two halves of a conditional are inverted:

(1.25) 1. We will go punting if the sun shines.

2. We will stay in bed if it rains.

In these sentences the condition seems to be narrowing down the situations in which the
proposition represented by the apodosis (consequent) will hold. Note that, unlike (1.20), it is
unnatural for the sentences in (1.25) to be used together as a contrasting pair. This seems to
mirror exactly the situation noted above for “contrastive” Focus, and for the same reason: the
function of the condition here is to close down possibilities, not to to open them up. In fact it is

natural to supply the focus-sensitive adverb only to the conditions, which would not be natural in

(1.20).




1.2, TOPIC AND FOCUS 17

In this sense the word “contrastive”, as applied to Focus, might usefully be glossed as “iden-
tificational” (cf. Kiss [193]), with the proviso that an absolute identification of the object is not
necessarily involved. “Restrictive” might be a still better designation. Its function in general is to
restrict the individuals or situations which satisfy a given piece of information.

I conclude this section by sketching how this approach could be used to analyse the discourse
fragment in (1.26). The latter exemplifies a type of “multiple contrast” which recurs in the

literature, often in the context of showing the difficulties of distinguishing Topic and Focus.
(1.26) No, Peter’s taking Mary. David’s taking Louise.

The italics indicate the emphasis and falling intonation characteristic of Focus. The problem
is that the parallelism between the sentences seems to suggest thgt if Peter is Focus, then sc
should David be, though taking the second sentence in isolation David would seem to be Topic.
An account of the contrast apparent in the two sentences is also required. Of course the idea of
old and new information will not help much here,~since the four people named can be assumed to
be equally “known” {although the relations between them need a little sorting out).

In the first sentence Peter bears contrastive Focus, excluding the idea that anybody else is tak-
ing Mary. On the basis of the previous discussion, I assume that the relation between individuals
and the property of taking Mary is analogous to that between a possible world and the information
which it supports. I will adopt the shorthand of speaking of such individuals as if they are possible
worlds. The effect of the contrastive Focus is to narrow down the possible worlds to Peter. In the
next sentence David, as Topic, introduces ancther possible world, of which the information about
taking Mary is said to hold. The properties of taking Mary and taking Louise are incompatible,
given certain basic assumptions about chivalrous behaviour, so that the two “worlds” Peter and
David form a contrasting pair of accessible worlds, partitioning the set of male individuals about
which the discourse offers information. This accounts for the contrast.

This will be accounted for more formally below. However 1t may be instructive here to consider

the analogy between this discourse and (1.27), in which individuals and properties are replaced by

times and propositions holding at them (for which modal logic is a widely accepted treatment).
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(1.27) 1. No, we’re going to Athens today. Tomorrow we’re going to Rome.

2. P = we’re going to Athens. Q) = we’re going to Rome.

First the world supporting P is narrowed down to “today”. Then one of the worlds so excluded
(“tomorrow”) is said to support proposition Q, which we can take as incompatible. “Today”
and “tomorrow” thus form two contrasting worlds (accessible worlds supporting incompatible
information).

The important point is that for the pair Peter and David (and for the pair “today” and
“tomorrow”) the first member is taken as Focus and the second as Topic in their respective
sentences, just as the intonation would indicate. However because of the way Topic and Focus
are understood, they turn out to be objects of the same kind at the semantic level (namely
worlds), preserving the parallelism at that level and enabling a reasonable treatment of the effect
of contrast.

On the matter of terminology, in those works which use the term “notional Subjects” for
Topics, there is often (logically enough) a corresponding term “notional Predicate” for Comments.
I avoid this notional (or psychological)} Subject-Predicate termiﬁology in this thesis, because the
suggestion of a notional or psychological level of representation, apparently distinct from normal
semantic content, is difficult to reconcile with the approach taken here.

It is convenient to have a term for that part of a sentence which is the complement of the
Topic. Often this is taken as being Focus. If contrastive Focus is meant, I have argued that this
is not an accurate picture; there are certain respects in which Topic and Focus, in this sense,
can pattern together as contrastive elements as against “neutral” elements in the sentence which
are not contrastive. Presentational Focus is much closer to the required notion, but it has often
been observed that “focus” often properly applies only to some of its subconstituents, while others
attract less emphasis. I will continue to use the traditional term Comment as the appropriate
descriptive term, and will assume (an assumption which I will justify in the next chapter) that

it also designates a GR, parallel to Topic. The semantic object which is the denotation of a

Comment, which plays a central role in this theory, will be referred to as an observation.




1.3. PREDICATION AND THE RELATIONAL HIERARCHY 19

Using the topological metaphor, (which will be treated more formally in chapter 4), observa-
tions will play a role analogous to that of the rational numbers in the illustration used above, in
providing the frame of reference against which the referents of Topics are to be located.

In exploring the function of Topic a crucial role was played by the parallels drawn between
topics (assumed in the examples to be primarily NPs, whose interpretation is based on entities
in a domain of discourse} and possible worlds or situations. This is a central claim of the theory,
though it may seem a surprising and counter-intuitive one at first. I will in fact be claiming
precisely that the domain of situations and the domain of entities exhibit the same structure and
therefore can be treated as identical in the relevant respects. The formal justification of this will

be attempted in Chapters 2.1 and 4.

1.3 Predication and the Relational Hierarchy

One of the most influential ideas of the Relational Grammar tradition is the Relational Oblique-
ness Hierarchy (Keenan and Comrie [185], P&P [257], Johnson [168]), which proposes an ordering
for the core GRs and claims that numerous grammatical phenomena are sensitive to this ordering.
Specifically it is one of the main ideas from this tradition to be adopted by HPSG (P&S [2'65])‘
In its lexicalized form, in which it is read off the list-valued SUBCAT feature of the head verb,
it underlies much HPSG work on phrase structure, valency alternations and binding (which is
governed by the principle of relative obliqueness or “o-command”, rather than the tree-structural
relationship of c-command (P&S [265, Ch.6])}. Although this approach has proved productive,
it rests on certain assumptions whose status is unclear. In this section®® I argue that the the-
ory proposed in this dissertation helps to clarify (and in some cases correct) a number of these

assumptions, with the aim of making its underlying ideas even more useful and plausible.

(1.28) Part of the Relational Hierarchy (K&C [185])

1 (SUBJ) > 2 (DO) > 3 (I0) > OBL >....

23Based on an earlier abstract [126]
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Note that the “Goal” or “Benefactive” argument in Double Object Constructions (DOC) is
assumed to be a final 2, corresponding to its treatment in most generative theories. This is
supported by appeal to binding phenomena and to the interaction of DOC with Passive. In
contrast to this I will support the view (more in keeping with traditional grammar, but also
supported by some linguists (Hudson [157])), that it is a 3, while the corresponding argument
in the “Dative” construction is an OBL. Detailed argumentation on this point will be given in

Chapter T.

(1.29) 1. Double Object Construction
John gave Mary flowers.

2. “Dative” Construction

John gave flowers to Mary.

The Relational Hierarchy (RH) has generally been regarded, like the GRs themselves, as a
syntactic primitive. As discussed above, Topic- Focus structure is not represented at the level of

core relations but only as an “overlay” at a superficial level of derivation.

1.3.1 Basic predicates and the “canonical association” between Subject

and Topic

I start by considering monadic and dyadic predicates, which I will term basic predicates®. As
is well known, monadic predicates can be divided into two classes, in one of which the single
argument originates as a DO (initial 2) (Perlmutter [254], Hoekstra {151], Burzio [56], L&R [224]).
These are unaccusative predicates?®. In other monadic predicates the sole argument is an initial
(and final) 1.

Various proposals have been made to distinguish these two classes in semantic terms. The

arguments of unaccusative verbs often bear a thematic role which is classified as theme?$, whereas

241 will propose shortly that predicates of greater arity are semantically composite.

257 retain the original terminology of the Unaccusative Hypothesis in RG [254]. Following Burzio's classic re-
formulation of it in GB terms [56] it has become common to describe these phenomena as “Ergative”. In this
dissertation, the word “BErgative” will only be used in the context of Ergative languages (see Dixon [89, 90]).

26This term is used in different ways in different theories - in many cases as a virtual equivalent to Topic, which
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arguments of intransitive verbs which are initial 1’s are generally the Agent or Cause of an action.
The inability of approaches based on thematic labels of this kind to provide a principled account
of argument structure has been emphasized repeatedly in the literature, although they do provide
some decriptively interesting observations which will be returned to. Other mapping theories
which are relevant here, not invoking #-labels, are those of Levin and Rappaport [224], which is
based on an analysis of different types of causation, the Aspectual Interface Hypothesis of Tenny
[305, 306] and a number of works arguing for the projection of syntactic structure from a level of
Lexical Conceptual Structure, e.g. Pinker [261], Jackendoff [164]).

I propose to take a rather different starting point - not surprisingly, that of Topic-Comment
structure. From this point of view the interesting point about unaccusative arguments or themes
is that they are esseniially arguments of stage-level predicates, which do not require that any of
their arguments be Topics (they can equally well have a situation as Topic). Although there
is a grammatical requirement for their argument to be promoted to Subject?’, there is no such
requirement for it to assume the Topic properties which are associated by default with final 1’s
(though they may do so in a suitable discourse context).

Corroboration of this idea comes from the following Japanese data (1.30) . In discourse neutral
contexts the Subject of a Japanese sentence often takes the Topic marker wa®®, However a number
of Japanese verbs show an Anticausative alternation, with the transitive and unaccusative alter-
nants found in many ianguages. Unusually for Japanese, in the unaccusative case the argument

of the verb is not marked with wa in discourse-neutral contexts.

(1.30) 1. Miho -wa made -0  akimashita.
Miho Top window Acc opened

Miho opened the window.

2. Mado  -ga  (%-wa) akemashita.
window Nom (?Top) opened
The window opened.

could cause a certain amount of confusion here. I will use it consistently in the sense of Gruber {132} and Jackendoff
[163, 164], to denote an entity of which some location or temporary state, or change therein, is predicated. Note
however that while I find this useful as a descriptive term, it will not have any theoretical status.

27In Relational Grammar, the Final 1 Law (P&P [257])

28This is what Kuno calls the “thematic” (i.e. non-contrastive) use of wa [204].
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The only distinguishing feature of these verbs is their unaccusativity. This suggests that
Topichood interacts with the assignment of initial GRs, and that it is not naturally assoclated
with initial Direct Objects.

If the crucial point about Initial 2’s is that they need not be Topics (predication targets),
then this correlates with another common observation - that they are frequently NPs with weak
determiners (these will be discussed in more formal terms below, but generally speaking these
comprise non-specific cardinal GQ’s of the kind found in existential sentences (Milsark [234], Lap-
pin [213])). To anticipate, such NP’s have the characteristic that they do not pick out individuals
which could be predication targets. Correspondingly, their referents are generally not assumed to
exist independently of the event (though they may) - in fact their introduction is often a means
of “measuring out” the event (Tenny [306]).

In this case it will be expected that the “canonical association” between Topic and initial
Subject referred to above will consist in the fact that the latter is by default a predication target.
In this connection the significant semantic propérty of initial 1’s or “Agents” will noﬁ be their
agentivity but, for example, the fact that they are assumed to refer to entities independent of the
eventuality being described (cf. Dowty [94, 95], Keenan [183]). This means primarily definite NPs
{also specific indefinites, in the sense of Eng [99], and generics). In Chapter 4 it will be claimed
that NP’s with this property are precisely the complement of those described in the previous
paragraph; they are also those NPs which can occur in Topic constructions (such as topicalization
in English and Clitic Left Dislocation in Greek).

Of course it is not the case that all grammatical Subjects (i.e. final 1’s) in English are NPs
of this kind, though such constraints do exist in some languages, such as Mandarin Chinese (Li
and Thompson [225]), Tagalog and Malagasy (I{eenan [182]) and possibly some forms of French
(according to Lambrecht {208]). It is tlle;'efore necessary to posit some specifiable operation by
which an English sentence is not predicated on the referent of its grammatical Subject, but either
on some other entity or on a (spatio-temporal) location parameter. (In the latter case, of course,

this will make it a thetic judgement).
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To conclude, basic predicates have an asymmetry between the initial 1, which is a predication
target, and the initial 2 which is not (either or both of these may be missing in the initial stratum).
An initial 2 may be made into a predication target (if it satisfies the semantic requirements),
notably by overt topicalization (though in situ topicalization is also possible). (Passivization also
is often one means of effecting a change to Topic status). An initial 1 can cease to be a predication

target if replaced by another argument or if the clause is converted into a thetic judgement.

1.3.2 Composite predicates

The inbuilt asymmetry between the arguments of a basic predicate is responsible for the inequality
1 > 2. 1 wiil now argue that it is possible to derive the whole relational hierarchy through a
process of predicate composition, the concatenation of their arguments. (This is reflected in the
overt syntax of languages with serial verbs).??

In the case of Obliques (Obl) this is relatively straightforward. Taking put as a typical example
of a verb with a subcategorized Obl argument, I assume a structure with a secondary predicate of
directional motion (normally represented by a preposition of motion in English). The latter is a
dyadic predicate whose Subject is identical to the Object of the main predicate, with which it is

collapsed by the process of argument concatenation (represented schematically in (1.31)).
(1.31) (Agent, Theme) & (Theme, Goal) = (Agent, Theme, Goal)).

In other words an Oblique is simply a prepositional Object, the preposition acting as an
extension of the main predicate (for the semantic basis of this notion see Keenan and Faltz [186],
also Chapter 3 below). The asymmetries in the two basic predicates combine to give the expected
ordering 1 > 2 > OBL.

The case of Indirect Objects is more complicated, and as already mentioned, the treatment
here will depart from assumptions which have been commonly (though not universally) accepted

in most generative frameworks, namely that the DOC involves the 3 — 2 advancement of the Goal

29This approach is based on the RG idea of clause union, which in turn is reformulated in HPSG by Hinrichs
and Nakazawa as argument attraction. For references and discussion see the next chapter, page 54.
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argument, and that the Relational hierarchy for all purposes follows the order 1 > 2 > 3 >... .
The basic assumption that will be made here is that the Goal argument in a DOC construction
is a 3, and that this GR arises in exactly the same way as described for Obl, with the simple but
crucial exception that whereas the OBL is the Object of the relevant secondary predication, the 3
is its Subject.

It is now possible to obtain two orderings for the RH by list operations. If it is stipulated that
the arguments of the primary predicate must always precede those of the secondary predicate,
then we would obtain the standard hierarchy 1 > 2 > 3 > by straight concatenation. It is possible
that this may be useful for some purposes. By dropping this assumption, however, we obtain
the more interesting hierachy in (1.32). Again the two occurrences of the Theme argument are
collapsed by the list operation, but the inequalities 1 > 2 and 3 > 2 combine to give the ordering

1>3>2

(1.32) 1. (Agent, Theme) & (Theme, Goal)
2. 1 (Agent) > 2 (Theme), 3 (Goal) > 2 (Theme)

3. 1 (Agent) > 3 (Goal) > 2 (Theme)

This position will be argued in detail in Chapter 7, but the justification can be sketched here.
The main arguments for the traditional position are: (i) that the DOC feeds Passive, so that if
the DOC involves 3 — 2 advancement, this considerably simplifies the relational rule for Passive;
(ii) the Goal argument in a DOC appears to be more prominent than the Theme, particularly
as regards Binding (Barss and Lasnik [22]) and Control (Koster [198]). Note however that if the
ordering of the RH is altered as in (1.32) the second of these arguments loses its force, because
the present theory equally predicts the right results. As regards Passive, I will argue that the
passivization of a DOC has to be treated as 3 —+ 1 advancement®®

This amounts to treating the GR 3 as a default Topic, along with the 1, of a ditransitive

clause. In fact the idea that it is a co-subject (Herslund [142]), or VP-internal analogue of a

30 As also argued, for completely different reasons, by Larson [221]. As already mentioned, Hudson [157] also
argues against the idea of the Recipient being a Direct Object.
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Subject (Larson [221])3! has been suggested in the literature. However a number of writers (Kuno
[205, 206], Shir [104]) have argued that the binding and scope phenomena used to support this
purely syntactic characterization are sensitive to discourse considerations and should really be
regarded as Topic-related, and this is the line that I will follow here.

It has often been noted that Double Object constructions (DOC) in English are only fully
acceptable if the first Object is a Topic (or, with marked intonation, contrastive focus, but not

presentational focus). The italics below denote focus intonation representing presentational focus.

(1.33) 1. John sent Mary a triffid.
2. 7 John sent a triffid to Mary.
3. 7 John sent five girls valentines.

4, John sent valentines to five girls.

On the present theory, in which the “first” Object (in linear terms) is a 3, the relational
structure of these sentences has only one stratum (the initial one). Thus the core GR Indirect

Object, like other core GRs, appears to interact with topic-focus structure,

1.4 A comparison with some alternative approaches

The approach to be adopted here may be compared with a number of recent theories which address
the semantic implications of Topic-Focus structure®?, In general these have the characteristic, as
mentioned above, that they seek to locate Topic-Focus structure not in the semantic content but
in pragmatic or processing factors. The two examples which will be discussed here are Vallduvi’s
[315] theory of Information Structure and Kempson et al.’s [190] theory of Labelled Deductive
Systems for Natural Language (LDSyp).

Vallduvi’s original work on information structure [315, 316] explored the link between informa-

tion structure, constituent structure and phonology using a GB framework. Subsequently Engdahl

31Tn the sense that the derivation of the DOC is treated as a Vp-internal analogue of passive.
327 exclude here theories which are primarily concerned with its phonological or syntactic reflexes.
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and Vallduvi [100, 101] (henceforth E&V) have proposed a particular way of representing its in-
sights within HPSG. One side of their proposal concerns constraining the relationship between
focus structure and surface expression (constituent structure in Catalan, intonation in English,
and by implication morphological marking in other languages). This area is outside the scope of
the present work. However, even in characterizing the semantic side of their information-structure
(IS), the purpose of their proposal is rather different from the present one, attempting a graph-
theoretic characterization in terms of features rather than an explicit semantics. Apart from this
difference (or perhaps not unconnected with it, as they assess rather differently the body of data
cited which claim model-theretic semantic effects associated with information structure), they pre-
fer to adopt an architecture in which IS is represented by a new feature bundle under CONTEXT,
thus squarely in the domain of pragmatics [101, p.11]. The approach adopted here is based on a
feature geometry which differs somewhat from standard HPSG; this is introduced in chapter 2.1.
To anticipate, however, within this framework I place information structure in a relational sub-
structure of SYNSEM which is neither under CONTENT nor CONTEXT but interacts with both,
while this same relational structure also determines (as in all RG-based theories) language-specific
surface encoding.

The Labelled Deductive Systems (LDSyy) approach of Kempson et al. [191, 189, 190] is very
different from the other approaches considered. Ii is based on a model of language processing
as mapping the information provided by a string dynamically onto an underspecified semantic
representation which feeds model-theoretic interpretation, the semantic representation and the
process by which it is derived being the focus of linguistic interest. The distinction between
syntax, semantics and information structure is not understood as a multiplicity of levels (such as
might be taken to correspond with different feature bundles in HPSG [265]), but with different
effects associated with the way this single representation is obtained. At an earlier stage in the
development of the LDSy framework, Topic was treated as a database label, on the analogy
with time indices, while the database itself gives the derivation of the clause (in this context, the

Comment). This approach was elaborated for Topic-Focus structure in Greek (including clitic
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doubling) by Tsiplakou {312]. This formal treatment, though it has been superceded in more
recent forms of the framework, played a major role in one of the central claims of the present
work, namely that Topics belong in the same ontological class as times (and hence world indices
in general).

Despite this and other strong influences, the LDSNL has not been adopted for this research
primarily because it goes further than I would currently wish to in locating Topichood in the
process of obtaining semantic representations rather than in the denotational semantics eventually
obtained. The arguments on page 6 give some of my reasons for not adopting this approach: what
appear to be real truth-conditional differences are made to appear epiphenomenal (though it
should be said here that Kempson et al. have not yet fully elaborated their treatment of these
issues); and the parallel with worlds suggests the appropriateness of a denotational rather than a
procedural treatment.

On the question of the actual ontological status of the semantics I am proposing, I should
qualify the above remarks by saying that I atteinpt to find a middle course between represen-
tationalism and the realism of the classic formularies of situation semantics (Barwise and Perry
[28])33. Following Landman [209, p.3f] and ultimately Frege [111], I assume that the world of
information (and thus of semantics) is at a level intermediate between reﬁresentations and pro-
cesses, on the one hand, and the “real world” on the other. The difference is analogous to that
between an algorithm, a function and a graph. Two algorithms may compute the same function,
and two functions may have the same graph. Similarly two representations may denote the same
semantic object, while two semantic objects (as conceived here) may correspond to the same bit
of the real world. For technical reasons, the tools available for the kind of semantic analysis I am
attempting tend (because of their reliance on set theory) to conflate functions with their graphs,
or semantic objects with “real” objects. It is hoped that the recent development of new semantic

tools by Lappin and Pollard [218] will help to avoid this deficiency in future developments of this

33Not all practitioners of situation semantics are so uncompromising. Thus in Fenstad et al. [108], one of the
seminal works in the application of situation semantics to linguistic formalisms, an intermediate level of “situation
schemata” is used which it is natural to see as representations; the authors even envisage the possibility of defining
a proof theory over them, though as far as I know this idea was never taken up.
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research. These issues will be the subject of further comment in chapter 3 and in the conclusion.
For the present I simply note the difference in purpose between this thesis and some of the other

approaches mentioned.

1.5 Conclusion

This chapter has presented an informal overview of an approach to Grammatical Relations in
which core GRs and overlay GRs are integrated in a way which contrasts with most generative
approaches. The key to this integration is a particular approach to the idea of predication,
which is related to the fixing of entities in a model which are able to satisfy information-bearing
propositions. The semantic underpinpings of Core relations are considered with this point of view
in mind, and not only from the point of view of the descriptive content of the thematic roles they
assign.

The chapter discussed a set of widely observe.d “canonical associations” between overlay and
core GRs; primarily between Subject and Topic and between (presentational) Focus and Direct
Object. Though these associations are sometimes elusive in English, they are supported by a range
of cross-linguistic data some which include more tangible syntactic and morphological evidence.

One effect of this approach is to bring discourse considerations into an area which is normally
regarded as being right at the heart of syntax. However the study of discourse notions like Topic
and Focus is itself still beset by considerable confusion. The discussion in the course of this chapter
has at least clarified how these concepts will be used in the remainder of this thesis, and given a
preliminary indication of how they will be formalized.

This concludes the informal introduction to this dissertation. The next chapters will introduce
the theoretical framework to be used. They fall into two main parts, the first of which discusses
HPSG and the second semantics. Chapter 4 presents the formal theory of Topics, particularly

in its intra-sentential aspect. This is then tested against various discourse issues in Chapter b,

and compared with some other approaches. The concluding chapters provide a cross-linguistic
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examination of some areas of interaction between Topic and (“term”) GRs: chapter 6 discusses
Direct Object clitic doubling in Balkan languages and Topic shift in Ambharic; and chapter 7
examines the GR Indirect Object in connection with “dative Subject” phenomena in the Germanic

family.
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Chapter 2

The Theoretical Framework

2.1 The Grammatical Framework - a typed feature for-
malism

The theoretical framework adopted here belongs to the HPSG family of formalisms, in which
information of different kinds is modelled using typed feature structures (P&S [265], Carpenter [61].
It differs from the framework of [265] (henceforth standard HPSG) in certain important respects,
whose nature and motivation will be discussed during the course of this chapter!. Like most HPSG-
based frameworks it incorporates insights from a variety of sources, not necessarily those exploited
in more familiar forms of the framework. This version is particularly characterized by a reliance
on ideas from Relational Grammar (RG) (Perlmutter et al. [253, 259]) and Arc Pair Grammar
(Johnson and Postal [174]). As already emphasized, most of the syntactic processes of interest to
this thesis are, it is claimed, best characterized in relational terms, and this area of the grammar
is brought into focus, somewhat at the expense of the Phrase Structure component?. It is very

close to the framework of Ackerman and Webelhuth [3}, which is also a form of HPSG but strongly

1In certain other respects, it adheres rather conservatively to [265], in that it does not follow a number of the
subsequent proposed improvements.

2For this reason it might be more accurate to refer to this version of the theory as Head-Driven Relational
Grammar (HRG).
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influenced by LFG, particularly in its separation of grammatical relations from considerations of
constituent structure (including even categorially based features like SUBCAT). It is noted by
Pollard and Sag that the approach adopted here was one possible way of developing HPSG, and
many subsequent versions have introduced elements of it. In this sense I have merely taken up a
position at one extreme of a broad spectrum.

In this chapter particularly, technical terms which are used extensively in the rest of the thesis
will be written in bold face when introduced. Some familiarity with HPSG and the main concepts

of RG is assumed?®.

2.2 General Introduction

2.2.1 Feature structures

HPSG grammars use typed feature structures to model relations between objects in the lin-
guistic domain. The set of (token) domain objects Q is typed by a total typing function 6 from Q
into a set of types T, itself partially ordered by the subsumption relation E. Feature structures are
rooted directed graphs with nodes labelled by objects in Q and edges labelled by elements of a set
of features . These edges are understood as functions from the node at their tail to the (unique)
node at their head; the functions may be composed into feature paths comprising successive
edges. Crucially, these graphs allow re-entrant configurations, in which several paths converge on
the same node. This token-identity of the values of several paths is known as structure sharing.

The subsumption relation C may hold not only between types but between feature structures.
If two feature structures are mutually subsuming, then they are informationally equivalent (alpha-
betic variants). Following a result of Moshier’s [242], the relevant notion of information content
can be captured by just the typing information plus information about which paths’ values are

structure-shared (an “abstract feature structure”) (Carpenter [61, p.43fl]); it is these abstract

3The best imtroduction to HPSG is probably still P&S {265]. Simpler introductions are available in Sag and
Wasow [283] and Borsley {45, 46]. RG is well explained in the papers in Perlmutter et al. [253, 252], and there is
also an introductory textbook with critical discussion in Blake [41].




2.2. GENERAL INTRODUCTION 33

feature structures that are represented in HPSG diagrams. The C ordering on abstract feature
structures (as equivalence classes of feature structures) is a partial order?, and gives a least up-

per bound | |F, for any set F of compatible feature structures, representing their unification

(informational conjunction).’?

Feature structures are normally represented in HPSG as Attribute Value Matrices (AVMs)
(2.1). Each matrix represents an object with a numeric tag® and a type (in italics) written to the
left. Because the grammar operates over abstract feature structures (generalizing over tokens of
linguistic events), the tag is suppressed except in cases of structure sharing. The matrix contains
those features for which the object is defined (its attributes) and their values; the latter will be
further feature structures (tag [2] in the example), which may thus be recursively embedded. (An
atomic feature structure, for which no features are defined, is normally represented by its type
alone - in the example, the value of ATTRIBUTE; illustrates such a structure).

(2.1) ATTRIBUTE;: ty,,e,.@:[_.]
type (L)

ATTRIBUTE;: type;

HPSG formalisms impose strong appropriateness constraints on feature structures, which are
required to be “totally well typed and sort resolved” (P&S [265, p.21]). Each feature f is intro-
duced by a single most general type Intro(f) and inherited by (all and only) its subtypes; the
appropriateness constraint also specifies the type of its value. Any object of a given type must
be defined for all and only those features which are appropriate for that type. Furthermore the
type assigned to each object in a complete feature structure must be maximally sﬁeciﬁc (with no
proper subtypes).

The use of feature structures requires an HPSG grammar to specify a principled inventory of
linguistic objects and the relations that are allowed to hold between them. The appropriateness

conditions impose further stringent constraints on the form of the grammar.

4In fact a semilattice.

5The subsumption ordering is assumed to proceed “upwards” from a most general element L1, in order of
increasing informational content (following Carpenter {61}, but in contrast to much of the HPSG literature).

8The tag should not be confused with the object itself; it is simply a notational device for referring to it.
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2.2.2 The HPSG feature geometry of signs

HPSG grammars are based on the idea of the utterance type as a sign representing a relation
between form and content (cf. Saussure [285]). The top level features of a sign integrate the main
kinds of linguistic information; phonological, phrase-structural, categorial, semantic and contex-
tual. However the last three are grouped together as the value of a top-level feature SYNSEM.
The motivation for this is the generalization that only these kinds of information can be accessed
when a head selects its complement (as also in certain other contexts, such as selection of a head
by an adjunct). Encoding this in the feature geometry imposes a strong locality constraint on

grammatical processes.

(22)  |PHONOLOGY list

|
CATEGORY

sign
SYNSEM | CONTENT

CONTEXT J J

(2.3) PHONOLOGY Uist

CATEGORY

phrase| SYNSEM | CONTENT

LCONTEX’I‘

DAUGHTERS

L |
Phrase structure is encoded by the DAUGHTERS (DTRS) feature, defined only for phrasal

signs (2.3). Phonology is often treated as a list of phonemes.” &

"1t is only relatively recently that serious work has been done on HPSG phonology, or rather on developing
an approach to phonology which is compatible with HPSG (Bird et al. [38, 39, 37, 40, 36, Scobbie [290], Russell
[278]). The substantive phonological theory favoured by all these except the last is a form of Declarative Phonology
(cf. Coleman [72]). Russell [278] uses Government Phonology (Kaye et al. [181]), an approach also argued for in
Gregory [125].

8 Generally speaking most grammatical processes of interest are in fact defined between synsem objects and their
substructures. According to a recent proposal of Sag's [279, 281], DTRS features should in fact be eliminated from
the unified graph structure. If the approach in [125] were adopted for phonology, then the PHON feature may also
be eliminable, as it is argued in Government Phonology that phonological objects should not be thought of as parts
of lexical entries or syntactic trees but rather as a system of addresses for accessing lexical information (Kaye and
Vergnaud [180], Jensen [167]). Thus it is possible that the structures in the grammar could be reduced entirely
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Information under the CATEGORY feature is divided into HEAD features, which are passed
up through structure sharing from a categorial head to its mother, and valence information. In the
standard theory the latter takes the form of a SUBCAT list whose members, the synsem values
of the complements, are cancelled as the head combines with complements in the syntax. The list
ordering is taken to reflect the relational obliqueness hierachy. Subjects are treated as a particular
kind of subcategorized complement, and their synsem value appears at the head of the SUBCAT
list. ‘This treatment of valency has been modified in much subsequent work, and will be discussed

further below.

(2.4) PHON <john, snores>

HEAD
SYN | CAT
SUBCAT ()
PHON <snores>
phr .
HEAD-DTR HEAD [1:[V fin 3sg)
SYN | CAT
DTRS SUBCAT <@:[N nom]>

PHON < john>
COMP-DTRS < >

SYN

The nucleus of the semantic content, leaving aside quantification, is of two types. That of a
predicate is a psoa, comprising a relation and one or more role features. A nominal is defined
for an index and a set of restrictions (each restriction being a psoa® - see the next section.).
Each ROLE feature of a psoa is assigned to the index of some nominal object. Because the
semantic content is a substructure of synsem, this is effected by subcategorization. The indes of a

subcategorized complement is specified as being the same as the value of one of the ROLE features

to synsem objects, giving a natural explanation of their importance in grammatical processes. This is at present
rather speculative, and belongs to future work. However, the approach adopted here is focussed almost entirely on
certain substructures of the synsem complex.

9Parametrized state of affairs
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in the head’s semantic content.

The contest structure contains semantic information which is not contributed by the utterance
but by the context. This is normally taken to include indexical features which anchor any deictic
elements in the utterance (C-INDICES), and presupposed information (BACKGROUND-PSOAS).
The different roles of content and context have to be understood against the background of the

situation-theoretic view of situations and utterances.

2.2.3 Situations and utterances

A full HPSG account of utterances, which includes both grammatical and extra-grammatical as-
pects, can be viewed situation-theoretically as a system of constraints governing relations between
linguistic events and situations (partial worlds). The situations primarily concerned are the ut-
terance situation (including the utterance, its deictic parameters and the information states
of its participants) and a described situation about which the utterance purports to provide
information. The utterance, in the context of the utterance situation, imposes a set of constraints
(sometimes modelled as a “situation schema” (Fenstad et al. [108])), of which the described
situation is the (not necessarily unique) satisfier.

The ba.sic unit of information which may be supported by a situation is a type of object called
a (parametrized) state of affairs ((p)soa), whose nucleus is a semantic relation, with role and
location parameters which have to be anchored to suitable objects in the model. In many versions
of situation theory a soa is also known as an infon (Devlin [86]). In this thesis the term infon will
be reserved for an equivalence class of soas formed by mutual informational containment, making
a more abstract “unit of information” independent of its internal structure (see Chapter3 below).

The grammar proper is the system of constraints governing signs, the composite entities relat-
ing sound to meaning - i.e. relating a feature of the utterance situation (the phonological object
representing the utterance) to the semantic content of the described situation . The relationship
between the latter and the utterance situation - which is not mediated only by the utterance -

allows the real-world interpretation of the semantic content to take account of pragmatic factors,
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which are not assumed to be part of the grammar.

2.3 The treatment of Grammatical Relations

2.3.1 Grammatical Relations in HPSG

Standard HPSG adopts a non-configurational approach to Grammatical Relations (GRs), along
with the idea of the Relational Hierachy (K&C [185], P&P [257]) as discussed in Chapter 1.
However rather than regarding them as primitive features in their own right, in the tradition
of Relational Grammar or LFG, it encodes them by their position on a SUBCAT list ordered
according to increasing obliqueness. Operations involving relational revaluation (NP movement in
GB terms) are treated as operations on the SUBCAT lists qf heads, involving order permutation
(Passive, DOC) or control relations between arguments one of which is an unsaturated constituent
and the other is non-thematic in the matrix clause (Raising) (P&S [265, Ch.3]).

Subsequent work has led to the widespread adoption of important modifications to this scheme.
While the ordered SUBCAT list is retained (often under the name of an ARGUMENT-STRUCTURE
feature), the actual realization of arguments in the syntax is effected by primitive valence features.
In particular the Subject is distinguished by means of a SUBJ feature (P&S [265, Ch.9]). In this
scheme the ARG-STR list seems to correspond to some extent to the RG notion of “initial gram-
matical relations”, one productive area of current debate being the mapping between this and the
unordered set of semantic roles (Wechsler [318], Davis [84]).

In some analyses, however, it has been found useful to extend the use of specific GR labels to
features picking out particular elements in the ARG-STR list. This amounts to re-introducing the
idea of initial GRs.

A good example is the series of articles in Nerbonne et al. [244] dealing with the German
Passive. Significantly, the phenomenon of impersonal passives in German played a central role in
Perlmutter’s [254] original formulation of the Unaccusative hypothesis, arguing for an underlying

syntactic (and not only semantic) distinction between the arguments of unaccusative and ordinary
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intransitive predicates. The impersonal passive accepts as its input intransitive verbs but not
unaccusatives. Transitive verbs which have already been passivized are, as derived unaccusatives,
excluded from further undergoing impersonal passivization. Thus the problem is how to distinguish
intransitive verbs whose Subject is “originally” a Subject from those where it was originally an
Object.

The HPSG treatments cited have had te invoke similar ideas to the solution proposed by Perl-
mutter. Suggested mechanisms include an extra valence feature ERG, picking out the argument of
an unaccusative verb (along with initial transitive DOs) (Pollard [262]), or alternatively a feature
DA (designated argument) intended to capture the idea of a most prominent or “external” initial
argument (Heinz and Matiasek [141]). Thus in Pollard’s [262] treatment (see (2.5)), the Passive
SUBJ must be identified with the ERG value, which records its status as an initial 2. In the case
of a personal passive the ERG value will contain a synsem value, that of the initial Object, and
the SUBJ feature unifies with it. Impersonal passives, which are treated as subjectless, are derived
from intransitive verbs whose sole argument is an initial 1; the value of ERG and that of SUBJ
will both be the empty list. However, impersonal passives cannot be formed from unaccusatives,
including verbs already passivized, because in those cases the ERG value is non-empty while the
SUBJ value must be empty.

(2.5) German passive auxiliary werden with ERG feature [262, p.291]

-HEAD vert [VFORM base] ]
SUBJ

ERG

- .
HEAD verb [VFORM ppp]

SUBJ <NP [str]ref>
COMPS Bl @ < >
ERG [Z

COMPS 21 ¢ B

It should be noted here that the value of ERG is a SYNSEM object, not just an INDEX; this
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implies that it is an underlying syntactic object as well a semantic one. This contrasts with the
treatment of Passive in P&S [264, 265], where the idea that the Passive Subject is an underlying
DO is captured purely by the structure sharing of its INDEX with the appropriate semantic role
. Pollard’s treatment suggests that this rigidly monostratal approach does not in fact capture all
the phenomena (exactly as had already been argued in RG (Perlmutter et al. [258, 255]).

The solution adopted by Heinz and Matiasek [141] is (in this respect)} essentially complementary
to the Kathol-Pollard approach in (2.5), this time picking out not the Initial 2 but the Initial 1 (by
means of the feature DA). The details will not be discussed here, but this manouevre is argued to
be illuminating both for Passive and other Case-related phenomena in German.

The point to be emphasized here is that it has been found empirically desirable to restore in
some form the distinction between “initial Subjects” and “initial Direct Objects”. It is possible
that this could be encoded simply using an ARG-STR list, leaving empty slots (cf. Grimshaw’s
formalism for argument structure [128]), but the devices introduced by Pollard [262] and Heinz
and Matiasek [141] appear to be more convenient ways of accessing the required information.
Whichever method is chosen, it amounts to explicitly or implicitly re-introducing initial gram-
matical relations as primitives, just as the SUBJ feature already explicitly re-introduces primitive
final GRs.

Another RG primitive which is once again being given serious attention in recent HPSG work
is the Predicate. In the detailed study by Ackerman and Webelhuth [3], it is argued that syntactic
generalizations can be captured using this concept which cannot be satisfactorily handled by ref-
erence to categories, Some of their examples they cite are deferred for discussion below i(Section
2.3.2); they include word order, agreement, and the structure of complex predicates. The latter
discussion arises from the authors’ concern to maintain a lexicalist account of valence-changing
operations. It is concluded that such an account has to envisage the formation of complex pred-
icates within the lexicon, each such predicate being a unitary head of the relational structure of

its clause despite not being projected as a single lexical category in the surface syntax. In this

sense “head-driven” may be glossed as “predicate driven”, as the information which drives clause
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structure is not confined to its categorial head. These considerations seem to necessitate a higher
degree of abstraction from categorial structure when considering Grammatical Relations than is
envisaged in the standard theory.'®

I conclude from this that while the original HPSG encoding of GRs as a list of categories
subcategorized for by a head category is insufficient, subsequent piecemeal modifications of it
merely highlight the problem rather than providing a principled solution. The considerations
discussed will serve as motivation for a wholesale re-introduction of the RG inventory of GRs,
making fuller use of the traditions, like RG and LFG, in which they are treated as primitive.

Here, however, a number of technical questions arise. One obvious one, which is perhaps
however a red herring, is whether these modifications compromise the monostratality of HPSG.
(If so it could be said that the separation of valence features from the ARG-STR list already
compromises it to the same extent). However it is not clear that information about a feature
having different values in different strata cannot be stated in a way that is representational and
declarative. APG [174] is an example of such an approach; and a series of recent articles by Johnson
and Moss [171, 172, 173] have demonstrated the feasibility of reformulating it as an HPSG-like
feature grammar. Their solution (the parametrization of features with respect to strata) will not
be adopted here (largely to avoid introducing a complication into the feature logic), although the
proposed approach to multistratality will be based on APG.

In the following section 1 will elaborate an alternative suggestion, intended to combine an
apparently multistratal relational theory with a strictly lexicalist framework. 1 assume that the
most fundamental tenet of the latter is that syntactic information is projected from a head with
its (final) relational structure structure already determined (2.6). Thus a natural interpretation
of the RG / APG constraints on relational networks in a lexicalist framework is as constraints on

the formation of predicates in the lexicon.

(2.8) Direct Syntactic Encoding

“No syntactic rule may replace one function name by another.” (Kaplan and Bresnan [179,

10(j.e. standard HPSG).
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p.180])

“The principle of direct syntactic encoding prevents rules of syntax from replacing one
function with another, and so guarantees that the syntactic encoding of grammatical
functions in a language applies directly to surface structures without the mediation of a

syntactic or functional derivation.” (Bresnan [49, p.G])

There is thus no question of any relation-changing operations being kept track of in the syntax.
This, however, is what seems to be being mimicked in several of the approaches just described,
even though the relevant processes are collected in the SYNSEM of the head rather than actually
defined over clauses. I assume that what a relational network describes is rather the relationship
of a given head to other lexical entries with a systematically related relational structure. On this
view the information that the SUBJ of “John was kicked” is an initial DO is not part of the entry
for “was kicked”, but rather an inference based on its systematic relationship with the lexical
entry “kick”, which preserves the “initial” assignment of GRs. The question thus arises whether
it is necessary to record this lexical “derivation history” in the feature structure of the derived

predicate, assuming that grammatical processing can access any relevant part of the lexicon.

2.3.2 Re-instating Grammatical Relations in a Head-driven framework

The theory of Grammatical Relations adopted here is based primarily on RG and APG, with
certain modifications from LFG and standard HPSG. GRs are primitive features {arc labels)
relating linguistic objects, those of primary interest here being clauses and the objecfs which
serve as their predicate and arguments (I will use argument relations in place of RG’s “central
rvelations”). Argument GRs comprise the three term relations SUBJ, DO and IO together with
the relations OBLg (role-assigned non-terms) and CHO (chémeurs or ex-terms whose GR has

been assumed by another argument)?.1?

117t is the re-instatement of the CHO relation in particular that niarks the present theory as a derivative of RG,
in contrast to the use of GRs in standard lexicalist frameworks. It is also the feature that triggers the apparent
head-on collision with monostratality in its clearest form.

12Non-argument GRs will be discussed below. For an inventory and classification of GRs, see P&P [257, p.86] or
J&P [174, p.198].
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In APG, possible relational networks (R-graphs) are (i) classified by configurations of arcs and
(ii) constrained by the second level relations SPONSOR and ERASE. These serve the function of
linking well formed R-graphs with logical representations (L-graphs) and a surface level (S-graph)
which interfaces with the phonology!3. SPONSOR, can be interpreted as a licensing condition link-
ing the presence of an object in the syntax to the underlying predicate-argument semantics, while
ERASE determines the final constituent structure tree!®. In the present approach, constraints on
the production of lexical forms and their argument structure will be treated in much the same
spirit, though without actually reifying the SPONSOR and ERASE relations within the feature
structure!®. Rather the underlying ideas behind them will be reflected in a set of constraints
governing possible lexical rules. The idea of classification of arc configurations will be retained
and extended to cover such phenomena as headedness.

The basic classification of arc configurations of APG is as follows. Arcs sharing the same tail
are parallel. Arcs sharing the same head are re-entrant. Arcs which are both parallel and
re-entrant are overlapping. Arcs wich are re-enfrant but not parallel are known as immigrant
arcs. In general, because of the more complex nature of HPSG feature geometry, these notions
will often be defined here over paths rather than single arcs.

Discussion of GRs will begin with the Predicate relation. A clausal node may be defined as
the tail of a Predicate arc, and the class of Argument GRs {central GRs in [253]) may be defined
as those arcs which are parallel to a Predicate arc in the sense just defined. By contrast, a key
principle of APG is that overlay relations must be immigrant arcs. The node at their head is cne
which also bears an argument GR; however their tail is not a clausal node but a distinct node
above the clause (in the sense that the clause itself bears a Grammatical Relation to it}. This
is of course a relational concept, not necessarily implying a higher syntactic position as in the

GB theory of functional heads, though possible relations between the two will be explored. For

the moment the node will simply be called Node Xgg (the subscript representing the relevant

13This is in contrast to RG, where they are treated as autonomous syntactic structures.

1411 many cases ERASE can be regarded as analogous to the GB concept of the binding of a trace by a surface
constituent.

151 am grateful to Ivan Sag for discussion on this point.




2.3. THE TREATMENT OF GRAMMATICAL RELATIONS 43

overlay relation, as it has not been shown to be an identical node for all overlay relations). The
clause node itself also bears a GR relative to Node Xgr, which in general I will follow J&P [174]
in calling GR,;. In the case where the overlay relation concerned is Topic, I will anticipate later
discussion by informally referring to GR, as Comment. Thus a clause bears the GR Comment to

the same node Xrp,p to which some nominal bears the GR, Topic.

2.3.3 Predicates and predication

When it was said above that the predicate is one of the most important Grammatical Relations,
it is important to note that “predicate” is widely used in a number of different senses. For want of
adequate technical terms it will continue to be so used here, but it is vital to clarify these senses
atlld to provide means for distinguishing between them.

A working definition of predicate is given in (2.7).

(2.7) A predicate is the part of an expression which describes what is being claimed to be true

of a given number of entities (n > 0).

The content of a predicate is essentially descriptive, and it should be distinguished from the
act of making such a truth claim using a predicate. The latter will be termed a predication; it is
associated, in traditional logical analyses of natural language, with copulas and similar elements,
or in more recent analyses with (finite) inflectional elements (any remaining descriptive content
having first been abstracted away}. The semantic type of a predicate is a set of functions taking
their value directly or indirectly in the set of truth values (see Section 3 below).

In Aristotelian logic the content of the predicate would be taken as including everything in the
sentence!® which was not the Subject. In modern terms, it could be said that the predicate is the
VP.

In the work of Fregel?, the notion of a Subject loses its privileged status and is replaced by

the notion of an argument. The latter may be any entity-denoting term in a sentence, and a

16 At feast the “core” sentence, excluding certain adverbials
17See Dummett [96).
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predicate is what is left when any or all such arguments have been abstracted away (again, leaving
aside certain adverbials).

It thus becomes necessary to distinguish the “same” predicate in different degrees of satura-
tion (several of which have significance in the present theory). The completely saturated predicate
is, in Frege's system, a proposition - in the present framework a soa (saturated psoa). A particular
significance will also be attached to predicates which are saturated except for one argument - an
almost saturated psoa. This resembles the Aristotelian predication except that the argument
concerned is not necessarily the grammatical Subject. In this work it will be in effect identified
with Topic (see Chapters 1.2, 4). Finally there is the completely unsaturate& or “irreducible”
predicate!S.

It should be clear that when discussing Predicate as a GR!® it is the third of these senses
that is meant - what Ackerman and Webelhuth term the irreducible predicate or the “basic
informational core of the clause” (see A&W [3, p.39] for discussion).

Ackerman and Webelhuth (A&W) discuss a number of arguments for the re-instatement of
a GR Predicate, and the separation of this from categorial notions such as Verb. For example
it forms the basis of word order generalizations in a number of languages. The ordering rules
for basic clauses, in several typologically different languages, can be stated more accurately using
the concept Predicate than Verb; this is argued for Philippine languages (PSO), Choctaw (SOP),
Hungarian (SPO) and Tzotzil (PSO). Similarly in the formation of yes/no questions in Russian,
the Predicate (regardless of category) precedes the interrogative particle (Perlmutter [251], Aissen
(5], A&W (3, p.42f,73-5]). Not suprisingly, the rules for several different kinds of Agreement also
require reference to the Predicate (evidence is given from various, mostly Uralic, languages (A&W
[3, p.44£f])). It is also possible to invoke a range of studies in LFG which make the interaction and
possible mismatch between categorial and functional (i.e. relational) heads the basis of analyses
of several languages (e.g. Mohanan’s well-known analysis of Malayalam [236]). The predicate so

defined co-incides with the above notion of “basic informational core of the clause” - that which

18 A ckerman and Webelhuth attribute this terminology to Kamp and Reyle [178].
1%Note the capital letter, a convention which is adopted here for all GR's.
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determines its relational and semantic structure - crucially provided that such a Predicate can be
defined independently of the notions of categerial head or even of lexical integrity (if the latter is
defined in terms of the leaves of a categorially-labelled syntactic tree). Thus a categorially complex
predicate, comprising a verb plus auxiliaries or plus an adverb or preposition, can constitute a
single relational entity bearing the single GR Predicate, and will be a single object in the graph
where these relations are stated (the R-graph in APG terminology).

Schematically the relationhip between the different kinds of information may be represented
as in (2.8). The feature geometry here adopts some important elements of A&W’s framework

(except that the terminology is chosen to reflect APG rather than LFG)?°,

(2.8) HEAD head 1
S-GRAPH

SUBCAT list(synsem)

~ -

SUBJ i_graph
synsem R-GRAPH
I-GRAPH )

CONT psoa
L-GRAPH

CXT....

L -

This feature geometry is set up to capture the role of GRs in mediating between semantic role
assignment and categorially based subcategorization (A&W [3, p.92-6]). The value of any GR
feature (SUBJ in the example) is an i-graph, which makes no reference to category information
(hence need not be realized by a category). However it does refer to semantic information, which
will include role assignment; thus content information is bundled with relational information under
the i_graph node. Subcategorization operates on synsem objects just as in [265], which will include
an i-graph, so that each argument realized in the syntax must have a GR, and must also bear an

indez which is ultimately relatable to a semantic ROLE.

20In APG the R-graph denotes relational information (cf. the “relational networks” of RG); the S-graph de-
notes surface structure (including constituent structure); the L-graph denotes the “logical” (predicate-argument)
structure. The I-graph is based on A&W’s I-.STRUC feature, which integrates relational and semantic information
(contr. Standard HPSG, where relational information is normally encoded under the CATEGORY feature).
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The examples in (2.9) show how this structure works out for the simple sentence “Mary kicked

John” 2!

(2.9) 1.

PHON <mary, kicked, john>

HEAD [jverb, past
S-GRAPH

SUBCAT ()

SYN PRED
R-GRAPH

I-GRAPH ARGS

L L-GRAPH | CONT

HEAD-DTR [&
PHON <mm> 1

S-GRAPH | HEAD noun [CASE nom)|
SYNSEM [&k

i I-GRAPH BL[L-GRAPH | CONT | INDEX

DTRS
COMP-DTRS < {7

21 As will often be done with large AVMs, this is broken down into two AVMs, the first representing sentence
level and the second VP level.
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PHON < kicked, john>

HEAD
5-GRAPH

SYN

I-GRAPH
L-GRAPH |

L

HEAD-DTR
SYN

DTRS

COMP-DTRS <
SYN [9]:

L

SUBCAT <>

R-GRAPH | ARGS

PHON <kicked>

S-GRAPH

1-.GRAPH

47

CONT &

HEAD

{SUBCAT <’ @>

SUBJ &
R-GRAPH | ARGS [

DO 4

KICKER
L-GRAPH | CONT [8)

KICKEE

PHON < john>

S-GRAPH | HEAD noun [CASE ac]

R-GRAPH...
I-GRAPH [2&

L-GRAPH | CONT | INDEX

L

These structures are minimally different from those familiar from P&S [265]°%. In particular a

unitary SUBCAT list takes care of subcategorization and maps onto phrase structure exactly as

in P&S. Elements of the SUBCAT list are constrained to bear a GR by the fact that they have

an i-graph value as a substructure. This i~graph structure in turn contains an inder, and thus has

access to (but is not determined by or identified with) information about the semantic role.

22 A&W make other changes which I do not adopt, or which are not relevant to the present discussion.




48 CHAPTER 2. THE THEORETICAL FRAMEWORK

In many current versions of HPSG, the GRs are encoded by valence features under CAT, which
then need to be composed by a valence principle to reproduce the effects of the standard theory’s
SUBCAT list. Here, by contrast, the relevant features are part of the content-theoretic component
I-GRAPH, where they do not feed into subcategorization. The hierarchical relationship between
them still has to be captured for various syntactic purposes such as binding; how this is done will
be discussed below. Since it was argued above that the Relational Hierarchy is derivable from
considerations of predication as well as role assignment, it is a convenient result of A&W'’s theory
that GR features are located just where they have access to this semantic information.

Since the values of R-GRAPH features are invariably :_graph objects, it follows that the whole
graph of relational and semantic features together can be treated in isolation from considerations
of constituent structure, just as has always been maintained in the RG tradition. Just this strategy
will indeed be followed in most of the following sections.

AHaving considered Predicate as a GR (in the sense of “irreducible predicates”as discussed
above), it is now necessary to relate this to the other, Aristotelian sense of predication. To do this
it is necessary to recall what HPSG (following Situation Semantics) understands by a proposition.
This is not simply, as on other views, a soa (a propositional content with no parameters left
unsaturated), but the relation that holds between the latter and a situation which supports it (i.e.
an Austinian proposition (Austin [18]; cf. Robin Cooper [78] for discussion.).

It has become common in recent HPSG studies (following Richard Cooper[75], P&S [265,
p.339-340]) to represent the semantic content of a clause as being not a soa but an Austinian
proposition, with the situation (and the supports relation) explicitly represented in the graph. It
is possible to question this approach from a number of angles.

First, it no longer seems clear on this view how the structure sharing of the semantic content
of the clause with that of its head is to be understood. The semantic content of the head (the
object bearing the GR, Predicate, as just discussed) does not seem to have such a relation as part
of its content; and the content of the clause is simply this with its parameters satisfied by indices

of arguments.
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A second objection is that it appears to undermine the conception of the grammar as defined
over types - i.e. as a relation between utterance types and types of described situation. The
assertion of a supports relation between a situation and a soa would seem to be appropriate
only to utterance tokens, taking into account extra-grammatical information from the utterance
situation, and should not be part of the content of a sentence considered as an utterance type.

For these reasons I do not follow the currently fashionable move of making Austinian proposi-
tions the semantic content of sentences; I do, however, adopt the situation-semantic view that such
propositions are the denotations of sentences. Once the utterance situation is brought into the
picture, then all the deictic parameters (including situations) can be anchored, and the sentence
can be assigned a truth value. This, from one point of view, is what is meant by predication -
the abstract information contained in the sentence is applied to a concrete object which enables
it to be assigned a; truth value. The objects concerned (whatever their nature) may be described
as predication targets - the domain of a class of functions whose range is truth values.

The next thing is to provide a principled accéunt of possible predication targets. On what I
have called the Aristotelian view, the referent of the Subject NP is the predication target. In this
case, the predicate is equivalent to a property of individuals. On the Fregean view, the predicate
will be a relation, targetting ordered n-tuples of individuals. It is easy to obtain an Aristotelian
predication from such a relation by currying, and by changing the order of application a non-
Subject Topic can be obtained as target. From yet another point of view, that of modal logic,
an entire proposition can be considered as a predicate, with possible worlds acting as predication
targets. A less trivial version of the same thing applies in situation semantics; the equivalent
of propositions are soas, which take situations as their targets to obtain a truth value. In the
two latter approaches, confusingly, formulas which can from another point of view be regarded as
propositional (they are saturated with respect to entity-denoting arguments) perform the role of
predicates, as they do not have truth values in themselves.

The aim here will be to unify aspects of all these approaches to predication. It will be proposed

that both situations and those entities denoted by Topics (in the default case, Subjects) perform
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the function of predication targets, and that there are real and interesting parallels between the
ways in which they do so. The semantic basis of this claim will be elaborated below (Chapter 3).
Here I will simply indicate how the idea can be integrated into the relational structures which are
the concern of this chapter.

The denotation of a sentence uttered in a given utterance situation u is a supports relation
between a described situation s and a soa ¢ which is the CONTENT value of the sentence. All
argument parameters in o which have not been absorbed within ¢ (see below for this notion) must
bé anchored to entities which are identifiable from the standpeint of u. (This may involve the use
of resource situations, which are also considered accessible from ). Importantly, s itself must also
be accessible relative to u.

Schematically, the information involved in the utterance of a sentence type so as to denote
a proposition may be represented as follows. Note that the actual linguistic sign is a proper

substructure of this complex of situation-theoretic information.

{2.10) An utterance of “it is raining”




2.3. THE TREATMENT OF GRAMMATICAL RELATIONS 51

R - - o .
SPEAKER indezx

INDEXICALS [Bl) ADDRESSEE index

LOCATION indeal5]

UTTERANCE-SIT | DOMAIN set(indices)
SOAS set(soas )4

ACCESSIBLE-SITS set(sits)

UTTERANCE phon 2< it, is, ra.ining>
L J

PHON

ARGS | SUBJ

assertion RELATION raining]
CONT sodzl:

SYNSEM | I-GRAPH LOCATION (8]
SIGN sign

C-INDICES
CXT

BACKGROUND-SOAS (4

COMP-DTRS <=NP I-GRAPH [7] [INDEX [ >

HEAD-DTR: VP[CONT
DTRS

DESCRIBED {&]

REL =

ASSERTED proposition| SUPPORTER [

SUPPORTED [2]
L L i

The soa is given a truth value relative to the described situation which supports it. In this
sense it can be said to be predicated of the described situation. In this instance the situation

corresponds to the value of a LOCATION parameter in the soa, which constrains it. This applies
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essentially to stage level predicates®®. Effectively the soa is predicated of an object (a situation)
which is also the value of one of its own parameters.

However a psoa may also be predicated in a similar way of an entity which anchors one of
its ROLE parameters®®. Situations are still relevant in the sense that something predicated of an
individual is only true (or false) in situations where that entity forms part of the domain. However,
it is fair to say that in this case we have a “described entity” rather than a described situation,

about which the utterance offers information and relative to which it will be judged true or false.

(2.11) An utterance of the sentence “John is ugly”

23 A number of treabments assume that a stage level predicate has an extra spatio-temporal argument position
(Heim [140], Kratzer [200, 199], Diesing [87]). For the idea that this corresponds to the Topic of such sentences, cf.
Shir [104, p.35f].

24This parallelism between situations and individuals will be one of the main themes of the next chapter.
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I r r T y
SPEAKER index

INDEXICALS [BF| ADDRESSEE indez

LOCATION index

UTTERANCE-SIT DOMAIN set(indices)

SOAS set(soas 3

ACCESSIBLE-SITS { ey {DOMAIN { ., [6), }

UTTERANCE phon :< john, is, ug‘ly>

PHON
( ARGS | SUBJ
e RELATION ugly
assertion CONT psod}:
- 1SYNSEM |I-GRAPH INSTANCE-ROLE [g
SIGN sign C-INDICES
CXT
BACKGROUND-SOAS J

[
HEAD-DTR: VP[CONT

DTRS INDEX (g
COMP-DTRS B:NP|{I-GRAPH

RESTRICTION [named(@], “john”)]

DESCRIBED [g]

REL €

ASSERTED proposition| INSTANCE [§]

LPROPERTY
The intuition here is that the € relation plays a role formally parallel to the |= relation in the

previous case, with the Subject referent (the “described object”) corresponding to the described

situation. The index of this referent is identified with one in a (resource) situation accessible to
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the utterance situation. It is also this index that is structure-shared with the SUBJ of the clause.
When the Topic is not the Subject, then other mechanisms have to be brought into play to bring
the Topic’s INDEX value up to the top level of the clause so the required structure sharing can
take place. I take it that this is what drives the various syntactic constructions involving Topics
(section 2.4).

The following generalizations about predication will be utilized in what follows:

(2.12) 1. Predication is a relation between a soa and an object corresponding to one of its

parameters.

2. Predication is only possible between informational objects which are present at the

top level of a clausal structure.

Finally, consider the case where a stage level predicate is predicated of an individual (2.13).

(2.13) Mary I think is drunk.

The predicate (“drunk”) is stage-level, but the sentence is predicated of Mary (as shown in this
case by the topicalization). However the situation parameter is still involved, because the property
is attributed to the individual only relative to a proper subset of the situations in whose domain
the individual occurs. Cases like these, where a described situation and a described individual

appear to interact, will be discussed further in Chapter 4.

2.3.4 Predicates and lexicalism

The aist.inction between relational structure and semantic structure means that the semantic
decomposition of predicates is not necessarily refiected by biclausality in the syntax. The relational
structure of clauses with more than two arguments is treated here in a way which is analogous
to the RG idea of clause union, in which a structure which is bi-clausal at the interface with
predicate-argument semantics is monoclausal at the level at which it projects into the surface sytax
(cf. Aissen and Perlmutter [6], Gibson and Raposo [116], Davies and Rosen [83]). A classic example

concerns causativization, which is relevant here because the idea will later be defended that “double
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object” constructions have a relational structure close to a cross-linguistically common type of
causative, in which the Subject of an embedded transitive predicate is demoted to a 3 (Comrie
[73]). The clause union operation collapses two predicates with their arguments into a single
clausal structure with arguments taking GRs appropriate to arguments of a single clause {notably
observing stratal uniqueness).

The idea of clause union has been emulated in HPSG by an influential and elegant proposal by
Hinrichs and Nakazawa (H&N), normally termed argument attraction®. According to H&N
(whose theory was designed for the particular case of German auxilaries and main verbs), the
auxiliary selects as its complements both the main verb and the complements of the latter. In this
way the clause is headed by a lexical element whose argument structure is underspecified in the
lexicon and contributed partly by its complement in the syntax. Thus the lexical categorial head
of the construction does not fully determine the argument structure,

Taking the relational head of the sentence as the predicate (the irreducible predicate as
defined above), then this presents a dilemma reégarding the idea of argument structure as the
projection of lexical information into the syntax - an idea which is central to most frameworks
but raises particularly acute problems for a lexicalist framework like HPSG. If the (irreducible)
predicate is formed in the syntax, then this violates the principle of direct syntactic encoding ((2.6),
page 40), which envisages that the lexical head project its final relational stratum directly into the
syntax. If, on the other hand, the relational structure of such clauses is formed in the lexicon, then
it is necessary to define lexical rules over entries composed of more than one syntactic word?2®.
In H&N’s approach evidence is given for regarding the Aux-V complex as a constituent, from
whose root node the argument structure is projected into the sentence; however the percolation of
that information up to that node involves the operation of a syntactic rule (the subcategorization
principle). The complement contributes its argument structure while being itself cancelled from

the argument structure of the auxiliary.

25[150, 149, 148]; there is a convenient summary in [147].
28cf. A&W [3] for discussion.
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(2.14) Structure for the Aux-V complex, based on H&N [147, p.545]

PHON <]esen, kénnen>

SYN >>> COMPS

PHON <k6nnen>
HEAD-DTR

SYN >>> COMPS I @ <

.
VP

DTRS

SYN [2:[>>> COMPS

PHON <1esen>
COMP-DTRS < >
1]

One way of looking at the structure-sharing in the above example is that it in effect makes
the complement the “valence head” of the clause by the application of syntactic rules, while
the syntactic head contributes morphosyntactic information such as person and tense (cf. the
distinction in several LFG studies cited above between categorial and “functional” heads, the
latter corresponding to this notion of valence head (Mohanan [236), Nordlinger [246), Bresnan and
Sadler [53]).

In this thesis I prefer not to adopt this approach, although it has a claim to be more literally
“head-driven” in the sense that the required properties are projected into the syntax through
information in the categorial head together with combinatorial rules. Instead, as already indicated,
L interpret “head-driven”, for the issues which are important to this thesis, as “predicate-driven”,
thus following A&W [3] in invoking a theoretical construct (the irreducible predicate) which may
involve some degree of mismatch with the surface syntax, into which its information may be
projected via more than one preterminal node. The mother node of the Aux-Verb complex in
H&N’s theory occupies the curious position of being a “funnel” through which information is
projected. Up to that node the relational structure of the clause is built up; it is then projected into
the clause as if from a lexical head, and above that node its valency requirements are discharged
syntactically in the normal way. Although the full architectural implications of my preferred

approach cannot be properly discussed here, I propose instead to treat the level at which the
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predicate projects its information into the syntax as being the essential dividing line between
lexical and syntactic processes. Put schematically, the formation of a Predicate is lexical, the

cancellation of its valence requirements is syntactic.

2.3.5 Core Relations

In the feature structures discussed in the previous section, the only GRs used were SUBJ and
DO. Moreover these feature structures were purely monostratal; the value of the SUBJ feature
was assumed to be an initial as well as a final Subject. In this section the theory will be extended
to core relations in general, with an initial formalization of the ideas introduced above for the IO
and OBL relations (section 1.3.2) and for initial GRs (section 2.3.2).

The class of core relations in general will be defined to be those GR features which are
appropriate for ARGS. Recall that the latter has its tail at the same node as the PRED feature,

and its value is structure shared with the R-GRAPH of the predicate (2.15).

Secondary predicates

(2.15) A basic (dyadic) predicate

PRED
SYN | I-GRAPH | R-GRAPH SUBJ i_graph
ARGS [2I:
clause L DO i_graph
ARGS
DTRS | HEAD-DTR | SYN | -GRAPH [k
i CONT psoa

(2.16) An extended predicate (with OBL)
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i, _ ) - .
MAIN
PRED
EXTENSION
R-GRAPH SUBJ i-graph[INDEX [5]
SYN | -GRAPH
ARGS | DO i-graph[INDEX [g]
OBL i-graph[INDEX
CONT
clause S-GRAPH | CAT verb
HEAD-DTR | SYN ROLE; [
I-GRAPH [2):| CONT [4
ROLE; [g
DTRS S-GRAPH | CAT prep
PARTICLE-DTRS | SYN ROLE; [
I-GRAPH [3] | CONT
ROLE,
COMP-DTRS....

Example (2.16) shows the simple relational scheme of (2.15) extended to accommodate a sec-
ondary predication as envisaged in section 1.3. In this particular example the extra argument is
an Oblique. The secondary predication is represented by the psoa tagged {7}, which is assumed
in this case to be marked by an overt preposition. The latter combines with the verb at the
R-GRAPH level to form a composite Predicate, tagged [1], which incorporates both psoas and
gives a combined triadic argument structure (the ARGS value). There is thus no assumption of
a double predicate, and hence biclausality, in the syntax?? (though it could accommodate such a

structure quite naturally if required for particular languages).

2" This in particular distinguishes the present approach from Generative Semantics, with which it otherwise shows
some similarities.
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Passive and initial GRs

The other aspect of core relations which had to be captured was the idea of revaluation, in which
(GRs are “changed” (that is to say, there is a systematic mismatch between the information they
feed into the surface syntax and the assignments that would be expected from the predicate-
argument semantics). The treatment here will be based on a lexicalized version of the relations
Sponsor and Erase which constrain relational networks in APG (J&L [174]) (the present treatment
is, however, only a sketch of such an analysis). To present the basic idea I will focus on Passive,
a well-studied example of a relation-changing operation involving only core relations.

Basic Passive constructions are characterized relationally by the advancement of an initial
DO to SUBJ, forcing the chomage of the initial SUBJ [258]. A Passive is projected into the
syntax on the basis of its final GRs, the chémeur having the status of an optional constituent
which, if realized, has its INDEX identified with the value of the appropriate #-role. In P&S this

identification is captured by making it an optional “most oblique element” on the SUBCAT list?®

I assume that Passive will be represented by a relation between two lexical entries partially

represented as follows:

217) L

28In English, which typically maps GRs into positions on the SUBCAT list. Cross-linguistically other realizations
of the CHO relation are possible, including incorporation (Chung [67]) or obligatory deletion.
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SYN | .GRAPH

DTRS | HEAD-DTR | SYN

R-GRAPH:

{PREDM:

ARGS [g0):

I

LCON‘TENT

I-GRAPH |

SUBJ.: [@ INDEX:

DO,:: E [INDEX:

ARGS

CONTENT [7l:

CASE nom

I-GRAPH
S-GRAPH | SUBCAT< - - >

CASE acc

I-GRAPH 2]

ROLE,'Z

ROLE;:
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[ [ r 17
PRED.s: :
R-GRAPH: SUBJ.: [ [INDEX:
SYN | I-GRAPH ARGS (&al:
CHOgy: [I [INDEX:

CONTENT
CASE nom
pass.el I-GRAPH
S-GRAPH | SUBCAT < >
( PFORM by
DTRS | HEAD-DTR | SYN I-GRAPH
ARGS
I-GRAPH | ROLE;:
CONTENT [zl
] ROLE;:

In (2.17) the GR features have been labelled with co-ordinates as if part of a stratified fea-
ture structure of the kind proposed by Johnson and Moss (op.cit.). This is, however, only for
expository purposes?®. It will be noticed that the passive feature structure only contains explicit
representation of one stratum - cg, the final one. The important operation is the formation of
the passive predicate from the active 6ne. Information about the pre-final stratum c; is thus not
represented in the passive feature structure, but is available through the accessibility of the active
predicate in the lexicon.

The idea, then is that relational networks are defined over, and act as constraints on, the
productive process of forming new predicates within the lexicon. In a sense the relational strata
will be recorded but only on the “derivation-history” of the predicate in the lexicon.

Relational operations of the kind exemplified by Passive (known as revaluations in the RG

literature) involve parallel arcs whose tails are at the same node (the clause, which was defined,

29They could alternatively be represented as the input and output of a lexical rule, as in P&S [268].
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following APG, as that node which is also the tail of a predicate). Initial GRs in such a config-
uration are licensed directly by the argument structure of the predicate; as far as the syntax can
see they are“self-sponsoring”. I interpret this as meaning that they fulfill the condition in (2.18)

straightforwardly, as in standard HPSG@, by the structure sharing of their index with the expected

ROLE value.

(2.18) Arcs are sponsored iff they have a substructure whose value is structure-shared with the

value of a ROLE feature of a predicate.

In the case of revaluations, the arc label is licensed to change provided that the old arc sponsors
the new one, which in turn erases the old one. Thus on the one hand the new arc is related to an
argument-structure position (it will have a substructure which is structure-shared with a ROLE

value), and on the other the old arc is eliminated from the syntax.

(2.19) GR Arcs are erased iff their values do not appear in the corresponding position in the

SUBCAT list.

The list-valued SUBCAT feature of standard HPSG provides, in fact, a useful way of encoding
the erasure condition, because if an arc X is succeeded by an arc Y in the course of a revaluation,
the object which is its value obviously cannot appear twice in the SUBCAT list because the same
object cannot appear twice in a list.

The stratal uniqueness law (forbidding the occurence of two identical GR labels) is an obvious
consequence of a feature structure format in which features are functions. So in the second AVM in
(2.17) above, the feature structure [2] can only be the value of SUBJ on the following conditions:
SUBJ must have a sub-structure which is a role-filler (the sponsor condition - fulfilled by the
presence of [20]); the DO feature with value [2] must be eliminated (the erase condition); and the
SUBJ feature with value [1] must be eliminated (stratal uniqueness). This however leaves a feature
structure [1] which structure-shares some of its nodes with the main feature structure {notably its
INDEX), but is not reachable by a path from its root. The introduction of a CHO feature has the

effect of re-connecting the graph and restoring well-formedness.
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The above considerations apply to what in RG terminology are called core relations, which
correspond to argument positions and (in the initial stratum) interface with predicate argument
structure.

Following RG, two other main non-argument categories of nominal arc need to be considered:
retirement relations (represented here solely by the chémeur relation, which has been discussed),
and overlay relations which corresponAd to information-structural notions and interface with

discourse. The last of these will be the subject of the next section.

2.4 Overlay Relations and Non-local Dependencies

Overlay relations have in common, first, that they introduce discourse information into the gram-
mar, and second, that at least in the surface syntax consituents bearing such relations can be
found in positions an “unbounded” 3’ number of clauses above the predicate with whose argument
structure they are associated. These aspects are_treated in HPSG using a group of features for
distinct (but interacting) non-local dependencies (P&S [265, Ch.4,5])3.

The second of these phenomena (the “dislocation” in constituent structure) is treated in HPSG
using the non-local feature SLASH (discussed later in this section).

The main focus of interest here, however, will be in the other side of overlay relations: the
introduction- of non-local interpretive information. Note that these dependencies, and constraints
on them, may still exist in the absence of actual dislocation. In Relative Clauses, the nonlocal
dependency whose theory is most explicitly developed in HPSG (P&S [265], Sag [280]), this involves
the structure-sharing, by means of these nonlocal dependencies, of an inder. This single token
object is constrained to be the value simultaneously of the CONTENT|INDEX path from (i)
the SYNSEM of the head noun, (ii) the MOD feature of the relative clause (and of the null

relativizer which is its head), (iii) the SLASH feature on the head where the “gap” occurs, (iv)

307 prefer to avoid the term “unbounded dependencies” as it begs the question of long movement versus successive
cyclic movement, or its correlates in non-movement theories.

311n this section I discuss these issues in terms of the “standard” framework, deferring consideration of the current
“clause-typing” approach to HPSG to section 2.5.
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the relevant valence feature of the same head - besides also being the value of the nonlocal REL
feature, introduced either on the dislocated Wh phrase or the relativizer head®?, and bound off
by the TOBIND feature on the modeified head noun (2.20). I will not go into details of how these
constraints interact, as these are to a large extent language-specific and construction-specific and
do not concern us here; in any case, I will be adopting some of the important medifications to this
scheme made in Sag [280]. The main point is that this multiple re-entrancy enforces the non-local
index sharing between the head noun and an appropriate sub-constituent of the relative clause.

(2.20) LOC | CONT | INDEX

HEAD-DTR | SYN [
NLOGC | TOBIND | REL {}

LOC... MOD 2]
clause SYN
NLOC | INHER | REL {}

ADJ-DTR rel_cl

OATISUBCAT<,_,, NPq, >
DTRS....

CONT | ROLE

The case of Relative Clauses involves the sharing of information between two clauses - although
the dependency falls completely within a particular syntactic unit (the combination of main clause
and relative clause), which means that it can be constrained entirely within thé syntax. This will
not be the case with Topicalization, but I take it that apart from this consideration, it is essentially
a similar process of inter-clausal index sharing that has to be modelled. The basic idea here will
be that information from previously processed sentences as well as non-linguistic information from
the utterance situation will be available under the CONTEXT attribute, and index objects within
this feature structure can be structure-shared with index objects in the CONTENT of the current

clause (very schematically as in (2.21)).

32For that relatives I assume the account given in Gregory [122], Gregory and Lappin [127], but will not be
concerned with the syntax of such clauses here.
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(2.21) CONT | ROLE;

clause| SYN | LOC
CXT | BACKGROUND-PSOAS ( ..., [],

This index sharing in turn is closely related to the question of predication. A relative clause sets
up a predication on a target which is shared with the matrix clause (whether or not it corresponds
{0 a syntactic consituent within both clauses, as is the case in English Wh-relatives). In general
it is reasonable to take this predication target as an index - corresponding, as in P&S, with an
individual variable. However, it is also common to find a frame adverbial as the shared element
(2.22, 2.23). This seems to have the effect of making the relative clause into a thetic judgement,

to be satisfied by a suitable anchoring of a location parameter.

(2.22) Costas and Stavios went to [the airport lounge];, where; two men in dark glasses met

them.
(2.23) T often think of [the 80’s];, when; a pint still cost less than a pound.

Moreover the predication target may be the denotation of a whole proposition, as in (2.24), or

a to- infinitive (2.25).

(2.24) [June was flirting with the local fishermen];, which; Sebastian thought was intended to

annoy him.
(2.25) We were invited [to go out in a fishing boat];, which; would have been exciting.

Thus the semantic dependency involved has to be understood in broader terms than simply
the sharing of NP indices. Once again, one of the other relevant considerations is the Topic-Focus
structure of the sentence.

It is generally claimed that the relativized constituent must be Topic of the relative clause
(Schachter [287], Kuno [204], K&C [185]). In the relative clauses of a number of languages the
shared element does not surface as a constituent, and this has been interpreted as the obligatory

“deletion” (i.e, control) of the Topic of the relative clause by a constituent in the matrix clause.

This is argued for Japanese by Kuno [204, 205] and for Philippine languages by Schachter [287].
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This however needs some qualification, as there appears to be a difference between restrictive
and non-restrictive (appositive) relatives in this respect. The examples given up to now are all
appositive relatives, and here the generalization seems to hold. In (2.22) and (2.23) the Topic of
the relative clause seems to be the location parameter, which is anchored through the relativized
constituent. In (2.24) and (2.25) the Topic seems to be the situation described by the antecedent

clause or infinitive. However in the restrictive relatives in (2.26) the situation is not so clear.

(2.26) 1. John liked [the girls}; who; Bill liked.
2. John liked some; girls; who; Bill disliked.

3. Costas and Stavros showed the police [the place]; where; two men in dark glasses had

met them. (It was the airport lounge).

4. You probably don’t remember [the time]; when; a pint cost less than a pound. (It was

the 80’s).

In these cases it does not seem that the relati\;ized constituent is Topic of the Relative Clause.
It certainly shares an index (or a location parameter) with the antecedent, but the function of the
relative clause seems to be to identify or restrict its antecedent rather than to offer information
about it as an independently identifiable object. In this respect its function seems to be one of
Tocus rather than Topic. This is supported by the following considerations.

First, the examples in (2.24), (2.25) are ungrammatical as restrictive relatives (2.27). There
is no way the relative pronoun can take the matrix proposition or the infinitival clause as an

antecedent.

(2.27) 1. * June was flirting with the local fishermen which Sebastian thought was probably

intended to annoy him.

2. * We were invited to go out in a fishing boat which would have been nice,

I assume provisionally that the denotation of a clause or of a VP is the set of worlds (situa~

tions) which satisfy the psoa which is its CONTENT. In the original examples (2.24), (2.25), the
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evaluation of the matrix clause establishes an antecedent for the relative clause which can also
serve as its Topic. However in the restrictive examples the antecedent cannot be evaluated without
the relative clause, while the latter in turn cannot be construed as a comment on, or property of,
an independently known object.

In Greek, a significant syntactic distinction between restrictive and appositive relatives is that
in the latter, but not the former, the re]ativized position is normally clitic-doubled33, Thus in

(2.28), the first sentence itnplies monogamy, while the second would imply polygamy.

(2.28) 1.1 yineka mou, pou tin ghnorises ekhies, tne
the,Nom wife,Nom 1sg,Gen Rel CL,3sg,Acc,f met,2sg yesterday Cop,3sg
kathiyitria panepistimiou. Greek

teacher,Nom,f university,Gen
My wife, who you met yesterday, is a university professor.

2.1 yineka mou pou (tin-) ghnorises ekhtes, ine
the,Nom wife,Nom 1sg,Gen Rel (%CL,3sg,Acc,f) met,2sg yesterday Cop,3sg
kathtyitria panepistimiou. Greek

teacher,Nom,f university,Gen
The wife of mine who you met yesterday is a university professor.

1t is generally claimed in the literature that clitic doubling in Greek is associated with Topic
(see Chapter 6 for discussion). On this basis it would seem that whereas the relativized constituent
is Topic of the relative clause in sentence 1, it cannot be Topic in sentence 2.

Consider also the following sentences. Indefinite NPs which are left dislocated and clitic dou-
bled (CLLD) can only have generic readings (2.29) - compare the reading in (2.30), where there is
no CLLD, and the reading is indefinite (and focussed). As there is no Nominative clitic doubling
available3?, the corresponding contrast is not syntactically marked if the NP is Subject. However,
if such an NP is modified by a relative clause, then the generic reading is forced if the relative
clause is appositive (with CLLD), while otherwise the indefinite focussed reading is obtained (2.31,
2.32). In the latter case the relativized constituent falls squarely within a focussed constituent,

and cannot be construed as a Topic.

331 take pou as a relative pronoun filling the relativized position. Alternatively pou may be a complementizer,
with the relativized position being empty.

34 At least not in these cases - Nominative clitics appear in Greek only in a very restricted class of exclamatory
sentences.
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(2.29) Enan kathuyiti ton ektimai 0 kosmos.
one,Acc,m teacher,Acc,m 3sg,Acc,m respect,3sg the,Nom,m world,Nom,m

A teacher people respect. (People respect teachers).

(2.30) Enan kathiyiti tha dhiorisoume.
one,Acc,m teacher,Accm Fut appoint,ipl

We will appoint a teacher.

(2.31) Enas kalos kathiyitis, pou ton ektimai 0
one,Nom,m good,Nom,m teacher,Nom,m Rel 3sg,Acc,m respect,3sg the,Nom,m
kosmos, ine  tikheros.

world,Nom,m Cop fortunate,Nom,m

Good teachers, who people respect, are fortunate.

(2.32) Enas kalos kathiyitis pou tha dhiorisoume tha sas
one,Nom,m good,Nom,m teacher,Nom,m Rel Fut appoint,lpl Fut 2pl,Gen
mathi ola avta.

teach all,Acc,n these,Acc,n
A good teacher who we will appoint will teach you all these things.

The other consideration, this time a semantic one, is that the index (or other parameter)
which is shared in a restrictive relative construction can be quantified away in a way which is

incompatible with topichood:

(2.33) 1. There were no; girls; who; John liked.
2. There was no; airport lounge; (where); two men with dark glasses could meet them.

3. There was never any; time; when; a pint was less than a pound.

This is not possible with appositive relatives:

(2.34) 1. # There were no; girls;, who; John liked.
2. % There was no; airport lounge;, where; two men with dark glasses could meet them.
3. % There was never any; time;, when; a pint was less than a-pound.
I conclude that the relativized constituent is Topic of the relative clause only in the appositive

case, and not in the restrictive case. In accordance with the view put forward in Chapter 1, I

propose that the crucial factor that has been overlooked so far is predication. The relativized
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constituent in the appositive case must denote an entity on which a predication can be made,
whereas in the restrictive case it need not (and indeed cannot).?®

This excursus into Relative Clauses has been motivated by the fact that their structure has
been perhaps the best explored among overlay relations in HPSG, and because their characteristic
feature of index sharing is particularly close to what is required for the non-local interpretive
dependency involved in Topicalization. I now turn to Topicalization, in the sense of the non-local
syntactic dependency in English and other languages which is normally kﬁown by that name.
Extrapolating from the discussion of relativization, I assume (i) that the main interpretive effect
of Topicalization involves bringing an index into a syntactically prominent position where it can
be shared with extra-clausal material (though with the important difference that the identification
is effected more by discourse considerations and less by purely syntactic constraints); and (ii) that
once again predication, primarily the predication structure of the clause undergoing topicalization,
is the other crucial issue involved.

Extraction is handled by the nonlocal feature SLASH. This idea was originally introduced
within GPSG (Gazdar et al. [115])®® but has undergone a succession of modifications in recent
work in HPSG (P&S [265, Ch.9], Sag [280], Ginzburg and Sag [117]. Although the SLASH
dependency is of course a static, declarative feature structure, it is common to speak of it as being
“introduced” where the gap is, inherited upwards by an inheritance principle, and bound off at
the top level with or without a filler category.

In P&S [265, Ch.9} the conception of the gap as a trace is replaced by the idea that it is a
feature on the subcategorizing head, which is structure-shared with the value of a valence feature
(say SUBCAT). In Borsley’s neat formulation, the idea of an empty category is replaced by that
of a missing category [46]. The relevant dependency is stated directly between the dislocated

category and the head whose subcategorization properties give the impression of a “gap”.

35 Another reason for avoiding the simple identification of relativization targets with Topics is that in some
languages the two contrast in their mode of linkage to the relative clause or Comment. In Bresnan and Mchombo's
analysis of Chichewa, for example, relativized constuents may involve functional control, whereas Topics involve
only anaphoric control. Following P&S [265, Ch3), I interpret this distinction in HPSG terms as synsem sharing as
opposed to mere index sharing. B&M suggest that this distinction applies to Japanese also [52, p.23,{25]. These
issues will be discussed further in chapters 5.2 and 6.

38See Borsley [46], Sag and Wasow [283] for an introduction,
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In Sag [280] and Ginzburg and Sag [117] the introduction, inheritance and binding off mech-
anism for SLASH features are all radically modified. The SLASH is introduced by a non-null
SLASH value which is structure shared with a subcategorized argument of the head, and at the
same time the synsem object that appears in the SUBCAT?7 list is constrained to be of a non-
canonical subtype of synsem, specifically gap_synsem, which is licensed not to be realized by an
overt category®®. 39 In the present framework the need for uncanonical synsems (of both types)
disappears, because of the separation of subcategorization from relational information (2.35). The
only argument locally realized as a category is the one whose synsem is the sole member of the
SUBCAT list, namely the Subject. The SLASH argument’s synsem is not shared with other
synsem objects in an underlying arguments list, but only shares its I-GRAPH value with the
SUBJ feature, the latter being completely indifferent to how its value is realized categorially. In

other respects the lexical rule given here is close to the CELR of standard HPSG.*04!

(2.35) Complement Extraction Lexical Rule (relational version)

Input:

37 Ginzburg and Sag actully use an ARG-STR feature together with a valence principle,

38The Argument Realization Principle (ARP)

39 Similar non-canonical synsem objects have been proposed in recent HPSG work to deal with pronominal clitics
and the related phenomenon of “pro-drop” {Miller [232}, Miller and Sag [233], Monachesi {238], Avgustinova [19],
Tonescu [159, 160]); these will be discussed in a later chapter.

40 Again I have kept as close to the feature structures of P&S and G&S [265, 117] as is compatible with the
proposed innovations. I simplify a little by making the SLASH value a set of synsem rather than local objects. This
is technically incompatible with the HPSG treatment of parasitic gaps, but I do not discuss parasitic gaps here.

41 One question not fully resolved here is how structural Case is assigned, given that GRs do not select for category
features like CASE. In some languages of course Case does not correspond straightforwardly to GRs. However for
languages like English it is not difficult to fix the correspondence between Case and position on the SUBCAT list
as part of the template for verbs in general.
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Unlike in GPSG and P&S [265], in Sag [280] and G&S the SLASH is inherited upwards via

the head, which contains the SLASH values of its arguments*?, Thus SLASH is effectively made

42The Slash Inheritance Principle (SLIP)
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into a head feature.

At the top of the dependency the SLASH is bound off. In P&S the mechanism is different for
topicalization than for other unbounded dependency constructions, being licensed by a configua-
rational schema in the former (the Head-Filler Schema) and by a lexical BIND feature on a null
complementizer in the latter. Here I attempt a more unified treatment, using the clause-typing
approach in the spirit of Sag [280]. It will be used here to combine proposals about both the

constituent structure and the interpretive contribution of topicalization constructions.

2.5 Clause Typing

Over the past few years the theory of P&S has been replaced in the work of many theorists by a new
approach pioneered within HPSG by Sag and others [280, 117, 281], which exploits the multiple
inheritance networks available within the typed feature-structure framework to systematically
cross-classify constructions. Among other advantages, this enables the work previously done by
null heads to be done instead by the direct application of typing information at the phrasal or
clausal level*3.

The policy adopted in this thesis is generally to modify the framework of standard HPSG
only conservaiively, partly from preference but partly also in order to bring out more clearly
the innovations I do propose against a background of assumptions which are widely understood
and appreciated. However one advantage of the clause-typing approach, like the Construction
Grammar framework by which it has been largely inspired, is that it allows a certain directness
in the encoding of generalizations which other approaches attempt to derive, often with great
ingenuity, from the interacticn of other principles. For this reason I make use of clause-typing in
this section, which attempts to bring together the considerations discussed into a general account

of Topic constructions.

Since the aim is to characterize Topic as a GR. and not only as a semauntic entity, I propose first

43¢cf, [280)], also the approach to Wh-questions in Johnson and Lappin [170], in which the null complementizer
approach of their earlier work [169] (cf. also Gregory and Lappin [127]) is replaced by a constructional type-hierarchy
account for this reason.
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of all a type of construction which I will call topic_comment_constr, of which the purely semantic
correlate will be (following Kuroda) the type categorical_judgement. The first of these is a subtype
of sign - though importantly not of clause. Recall that clause was defined above as the tail of a
Predicate arc, and GR arcs in this framework link objects of type i.graph, not signs**. Moreover
as an overlay relation Topic must have its tail in a node outside the clause. Thus the -GRAPH
value of a topic-comment structure represents, within the relational domain, a super-clausal node,
or what might be called the extended projection of a clause*®, just as in the domain of signs the
topic-comment structure itself represents a proper superstructure of the phrasal sign corresponding
to the clause. The idea here is close to the GB conception of discourse-related functional heads as
being higher than, and properly including, the IP, though the relational structures used here are
not assumed to be necessarily configurationally encoded in the same way.

The I-GRAPH value of a topic-comment structure (and the corresponding node for other over-
lay relations - the node designated Xgg in the discussion in section 2.3.2) will be a type designated
overlay, this and the clause having a more general type called clausal. The CONTENT value of
a topic-comment structure, categorical_judgement, is, along with thefic_judgement, a subtype of

message (cf. G&S [117]). The type hierarchy is given (partially) in (2.36), and some of the relevant

constraints in (2.37).

(2.36) Type declarations*®

e top > {sign, syn, i.graph, r_graph, content,....}
e sign > {word, phrase}
e phrase > {headed, n_headed} % {basic, overlay_constr,....}

e overlay.constr > {topic-comment-constr, rel-wh-constr,....}

44Tn the tradition stemming from Sag {280}, it is usual to make clausality one dimension of inheritance for phrasal
signs (along with e.g. headedness). In the present approach the information is factored differently, clausality being
separated from phrasality as a relational rather than a prase-structural notion.

45Cf. Grimshaw [129}

46 The symbol > is used here for partitions. Bach set represents a dimension of inheritance, different dimensions
being joined by the operator *. The notation comes from ProFIT [102, 103], in which a grammar reflecting this

approach has been partially implemented in order to check its consistency (see the appendix to this chapter for a
fuller version).
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headed > {head.subj, head_comp, head-adj, head filler....}
e i_graph > {clausal, nominal, predicate}

e clausal > {clause, overlay}

e content > {message, abstract, soa, index}

¢ message > {judgement, ....}

¢ judgement > {categorical judgement, thetic_judgement}

(2.37) Feature declarations

1. PRED predicate:] CONT:(T]

R-GRAPH SUBJ nominal
clause = ARGS

CONTENT [il:soa

2. SUPPORTER indez
judgement =>

SUPPORTED abstract

3. ROLE
PSOA so0a

o

7

abstract =

L\/ZARIABLE 1]:index

4. R-GRAPH | COMMENT clause
overlay =

CONT message

5. SUBCAT ()
SYN

overlay.constr = SLASH {}

LLGRAPH overlay

4T These features can be thought of in terms of the the parts of a A-expression, as will be elaborated below.




2.5. CLAUSE TYPING 75

6. TOPIC nominal
SYN | LGRAPH | R-GRAPH

topic.comment_str = COMMENT eclausal

CONTENT categorical_judgement

The semantic significance of a judgement is that it involves a predication, in the sense discussed
above. I assume that this is effected by A-abstraction on one argument of the psoa to give the
CONTENT value of the clause {the Comment). In the case of a thetic judgement abstraction is
on the LOCATION parameter, while in categorical judgements it is on a ROLE parameter. The
function of the CONTENT value of the Topic is then to provide an individual which can combine
with the abstract to give a truth value by f-reduction. What is left in the psoa, whether or or
not it is saturated with respect to its ROLE arguments, is thus made into a predicatg, a function
into the set of truth values*®, The semantics of Topics will be explored in more detail in the next
few chapters.

Thus the effect of a topicalization construction is to take the soa content of a clause and sepa-
rate it into a A-abstract and an individual term. This can be done in a number of configurations.
The simplest is that it can simply be superimposed (literally an “overlay”) on a Subject-VP con-
struction, specifying the Subject as Topic and the VP content as the A-abstract®. The following
structure shows how the index of the Subject NP may be passed to the top level of a Topic-
Comment structure without the need to posit any extraction (2.38). This may be compared with
Subject Wh-relatives (cf. Sag [280, p.22]), where the relevant index is passed up as a REL feature
to the top level of the construction, where it is identified with the INDEX of the modified head

noun (2.39).

48 This is a departure from the normal treatment in situation semantics, as will be discussed in the next chapter.
49Tn this connection it is worth noting that many of the languages where the Subject is constrained to be Topic
(Chinese, Malagasy) are also well known for being highly configurational.
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(2.38) PHON<john, is, ugly>

- -

HEAD {3 fin
S-GRAPH
SUBCAT{)
TOPIC
R-GRAPH PRED
SYN COMMENT clause
ARGS [6:[SUBJ [3]]
- J
I-GRAPH

SUPPORTER
CONT cat_judg

SUPPORTED [7] [SOA

I : 1]

PHON< is, ugly>

HEAD

S-GRAPH
SUBCAT <|§_|>

SYN R-GRAPH ]

CXT | BACKGROUND | DOMAIN{ ) }

HEAD-DTR

DTRS

I-GRAPH [3l: RELATION ugly
CONT

] INSTANCE-ROLE

PHON <j0}m>
COMP-DTRS <

SYN [E:[I-GRAPH [ [INDEX ]
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(2.39) |PHON <who, is, ugly>
VFORM fin

HEAD
SYN MOD NPp

REL {} ]

REL {}
HEAD-DTR

DTRS SUBCAT <>

LCOMP-DTRS < SYN @ | REL {} >
L 1

In (2.38) the constituent structure is isomorphic, mutatis mutandis, with that proposed by Sag
for relative clauses (2.39); I assume, with Sag, that there is no need to posit extraction, though this
would be easy enough to effect if desired (an example might be a sentence where the Subject has
clear Topic intonation). The idea is that extended categorial projections of V are only introduced
into the syntax when they are needed (c¢f. Grimshaw [129]). The predication effect is obtained
purely by the relational structure in the R-graph of the matrix clause, which identifies the Subject
as Topic and makes a A-abstract out of the soa.

A number of mechanisms seem to exist for performing A-abstraction instead on the DO of
a sentence. Topicalization, leftward extraction though a ﬁller—gap dependency, is a particularly
common and important one. The suggested structure for this is given in (2.40). Again, a corre-
sponding structure for filler-gap relative clauses based on Sag {280] is given for comparison (2.41);
and in (2.42), to facilitate the comparison, I suggest a way of filling out Sag’s structure with
relational information following the present proposals. I assume a supraclausal relational node
corresponding to a Topic-Comment structure but defined, in place of TOPIC and COMMENT,
for the two features REL-WH, whose content value will be an index structure-shared with the
REL value, and REL-COMMENT, having a psoa abstract as its content value like the Comment

of a Topic-Comment construction. Otherwise essentially the only differences are that the SUP-
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PORTER index is structure-shared with the head noun instead of a CXT feature, and that this

is not identified with the INDEX of the filler phrase (because of the possibility of pied piping).

(2.40) (PHON<john, mary, detests>

[

SLASH {}
S-GRAPH

HEAD [81 [VFORM fin]

TOPIC [E] nominal
R-GRAPH

SYN COMMENT [ clause

I-GRAPH SUPPORTER [ index
CONT cat_judg

SUPPORTED [@ soa_abstract:[SOA

CXT | DOMAIN { LB, }

| _

PHON < mary, depests>

SLASH {@}
S-GRAPH

HEAD-DTR HEAD Bl

SYN SUBCAT ()
DTRS -

R-GRAPH | DO
I-GRAPH

CONT [& [DETESTED [&]

PHON < john>
FILLER-DTR

SYN [ [I-GRAPH [l [INDEX [&]
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(2.41)

SYN

PHON < who, mary, detests>

(SLASH {}

VFORM fin
HEAD [

DTRS SUBCAT ()

MOD NP

' -
PHON < mary, detests>

{SLASH -
HEAD-DTR {}
SYN Inpap

PHON <who>

FILLER-DTR LOCAL

SYN ‘
REL {}

79
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(2.42) | PHON < who, mary, detests>

i 1 1
SLASH {} :
S-GRAPH VFORM fin
HEAD [
MOD NP
SYN REL-WH [ nominal
R-GRAPH
REL-COMMENT [4] clause
I-GRAPH
SUPPORTER [ index
CONT cat_judg
SUPPORTED {7 soa_abstract:[SOA
SLASH {@}
S-GRAPH |01y
HEAD-DTR | SYN SUBCAT ()
DTRS R-GRAPH | DO EL{INDEX
I-GRAPH
CONT [ [DETESTED

SYN [@ [I-GRAPH ]

FILLER-DTR
REL {}

This is a fairly literal interpretation of several APG ideas, first the separation of the R-graph

from the S-graph, and second the representation of overlay relations as immigrant arcs, with their
tails at a node other than the clause. From this it follows as a theorem in APG that overlay arcs
must have two sponsors; one is the last core relation held by the nominal before it bears the overlay
relation, and the other is the relation GR; which for the relevant cases I have termed Comment.
Recall that Sponsor is interpreted in the present system as licensing by structure sharing of the
CONTENT substructure. In the case of a Topic, the nominal bearing the relation shares its

content with a ROLE feature in the soa (the first sponsor), but also with the VARIABLE in the
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soa abstract which is the CONTENT value of the COMMENT, which can be seen as giving it a
second sponsor. The system is thus faithful to these APG insights.

To conclude this section | sketch analyses for two other cross-linguistically important Topic
constructions, which will be discussed in more detail in Chapter 6. They each involve one main

difference from the structures examined so far. Examples were given in Chapter 1, repeated here

as (2.43).

(2.43) 1. Clitic Left Dislocation:

tin kopela  tin-kseroume. (Greek)
the,Acc girl,Acc her,Acc-know,1pl
The girl, we know.

2. Hanging Topic:

Yama wa ki ga kire desu. (Japanese)
mountain Top tree Nom beautiful Cop

The mountains - the trees are beautiful.
(In the mountains the trees are beautiful / the mountains have beautiful trees).

The first is clitic left dislocation, which is like topicalization but the dislocated element is
doubled by a clitic pronoun. However, Greek also shows a variant of this construction in which
the NP is not dislocated, and is normally treated as in situ. In this case it is the presence of the
clitic that forces a Topic reading. An account of this based on the theoretical considerations just
discussed will be given in chapter 6.

The second structure is the “Hanging Topic” characteristic of a number of East Asian lan-
guages. It differs from the structures given above for cases where the Subject is Topic, in that the
Comment is a complete clause, and that the Topic does not (directly) satisfy a ROLE requirement

of the Predicate. In chapter 5 I give an account of what is involved in the process of making a

clause into a property to be predicated of a term which is not directly one of its arguments.
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2.6 Conclusion

This chapter has introcduced a version of the typed feature framework HPSG. Like standard HPSG
it adopts a semantics based on Situation Semantics, and a phrase structure component based on
licensing schemata and argument cancellation from a SUBCAT list. It further malkes use of the
clause-typing approach developed in Sag’s work on nonlocal dependencies.

Its main innovation is to incorporate an independent relational structure based on ideas from
RG, APG and LFG. The Predicate, whose value may be a categorially and /or semantically complex
object, forms the relational core of the clause, with which it shares the soa which is its CONTENT
value. Argument relations (core GRs) are licensed by structure-sharing their CONTENT|INDEX
value, and are in turn mapped onto surface categorial structure. Cases of non-isomorphism between
predicate-argument structure and surface realization are governed by sponsor and erase relations,
stated not as part of the grammar but as metalinguistic constraints on the formation of predicates
in the lexicon.

A proposition is obtained not from a clause but from a sentence utterance, which introduces
contextual information. This contextual information is mediated by overlay relations (hence a
proposition, or any other type of message, requires an overlay relation). The semantic effect of
an overlay structure is to abstract over the soa content of the clause to obtain a predication,
and to provide or constrain objects which can serve as its target. In the last section some cross-
linguistically important syntactic constructions involving Topics, the main overlay relation to be
considered here, were discussed, and proposals made for the integration of the relational structure
of Topics into the grammar. Extraction, where it occurs, like the Subject-VP dichotomy, are
natural ways of encoding the relational and semantic structure by delaying the absorption of an
argument into the predicate.

The semantics of Topics will be the theme of chapter 4. First, however, the next chapter will

look in more detail at the semantic framework used.
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2.7 Appendix: a partial implementation

The general architecture of the grammar outlined in the first part of this chapter has been partially
implemented using ProFIT (Erbach [103]). In this appendix I give, more explicitly than in the
text, the type partitions and feature declarations used in that grammar.

The platform for the implementation was the grammar used in the SOAS HPSG ellipsis project
(Gregory [121], Gregory and Lappin [127]); acknowledgements are also due to the work of Hsue-

Hueh Shih.

2.7.1 Type and feature declarations

In ProFIT, type and feature declarations are normally effected in the same statement, using the

following syntax:

(2.44) supertypel > [subtypel,subtype2,...}*[subtypeA,subtypeB,...] intro

[feature2:type2,featured:typed].

1. > - is partitioned into
2. * - joins two dimensions of inheritance
3. intro - declares the features for which supertype 1 is the most general type

4. feature:type - the value of feature is an object of the specified typé (or of top if

unspecified).

top > [bool,sign,synsem,i_node,1'_node,s_node,category,contéﬁt,index,head,ca.se,vform,dtrs].
bool > [+,-].

sign > {lex,phr] intro [phon,syn:synsem].

phr > [headed,n_headed]*[sentential,overlay constr] intro [dtrs:dtrs].

overlay_constr > [topic_.comment._constr,rel_wh_constr].

synsem intro [s_graph:s_node,i_graph i node}].

i_node > [clausal,argument,predicate] intro [r-graph:rnode,cont:content).
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clausal > [clause,overlay node].

rnode > [clause_rels,overlay rels,nom.rels,args].

clause_rels intro [pred:predicate].

args > [subjective,n_subjective]*[transitive,n_transitive].
subjective intro [subj:argument].

transitive intro [dir.obj:argument].

overlay rels > [top_comm,rel.comm] intro [comment:clause].
top_comm intro [topic:argument].

s_node intro [cat:category,subcat,slash].

category > [subst,funct].

subst > [noun,verb,adj].

noun intro [case:case].

case > [nom,acc].

verb intro [viorm:viorm).

vform > [fin,inf].

content > [message,abstract,psoa,obj].

message > [judgement,question].

judgement > [categorical jdg,thetic jdg] intro {supported:abstract,supporter:index].
psoa > [monadic,dyadic,attitude] intro [role_1:index,soa.index:index].
abstract intro [psoa:psoa].

dyadic intro [role.2:index].

obj intro [index:index,rest].

dtrs > [head_comps,head_adj,head filler] intro [head_dtr:sign].
head.comps intro [comps].

headfiller intro [filler].
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2.7.2 Phase-structural and constructional schemata

Schemas 1,2,5 are named after their equivalents in P&S. The topic-comment-constr is not in itself
a phrase structure schema but a construction. The template top_p/3 calls both the relevant PS

schema and the construction from the relevant rule in the grammar.

schemal:= . @head_feature.p &
@semantics_p &
syn!s_graph!subcat![j &
synli_graph!l &
dtrs'head _dtrl<phr &
dtrslhead.dtrisynli_graph!l &
dftrs!lcomps!X.

schema2:= @head feature_p &
synli_graph!r_graphlpred!P &
@semantics_p &
syn!s_graph!subcat![X] &
dtrsthead_dtrisynli_graph!P &
dtrsthead_dir!<lex.

schemab:= @head_feature_p &
synls.graphl!slash![] &
dtrs'head_dtrl<phr &
dtrsthead.dtr!; jsubcat!]] &
dtrslhead.dtr!y;slash![X] &
dtrs!filler!syn!X.

topic_.comment_constr:= <phr &
dtrsthead.dtrlsynli_graph!S &

dtrs!filler!synli_graph!T &
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dtrs'fillerlsynli.graphlcontlindex!I &

synli.graph!r_graph!topic!T &

synli_graph!r.graphlcomment!S &

syn!i_graph!r.graphlcommentlcont!P &

syn!i_graph!cont!supporter!l &

synli_graph!cont!supported!psoalP.
top_p(T,S,P) := @schemab &

@topic_.comment_constr &

phon!P &

dtrsthead_dtr!S &

dtrs!filler!T &

synls_graph!slash!{].




Chapter 3

The Semantic Framework

In the previous chapter great importance was attached to the Grammatical Relation Predicate
and to the idea of predication. In this chapter the semantics of the predicate-argument and Topic-
Comment relations will be explored further, and the logical framework used to analyze them made
more explicit,

The ideas put forward here have various origins, and I will start by acknowledging the more
important of these. The underlying impetus for the theory comes largely from Situation Semantics
(B&P [28], Cooper et al. [79], Barwise et al. [27], Cooper [77]). However the semantics proposed
here incorporates ideas from a number of sources, most of them derived directly or indirectly from
Montague semantics (Montague [241], Partee [248], Dowty [94], Partee et al. [249, 250]). Two
such lines of research on which I particularly rely are Generalized Quantifier Theory (Barwise and
Cooper {25], Westerstahl [320, 321], Keenan [184], which will play an important part in the next
chapter, and the intensional Boolean semantics of Keenan and Faltz [186], which will be discussed
shortly.

However one of the crucial features of situation semantics, and one which is important in this
thesis, is its partiality - the replacement of total worlds by partial worlds or situations. The
formalization of situation semantics I rely on here is that of Barwise and Etchemendy [26]. In that

paper the domain of soa contents, in relation to the situations which support them, is modelled

87
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as an “infon algebra”, whose operations are designed to capture the idea of entailment, or more
generally information containment!. In the context of a classical possible-worlds semantics
such as that of Montague or Keenan and Faltz (op.cit.), such an algebra is Boolean, Boolean
algebras being standard models for classical logic (Boole [44], Landman [211]). When situations are
understood as partial, however, some of the rules of classical logic no longer apply (notably, every
situation is not required to assign every issue true or false). The resulting logic is intuitionistic
(Kripke [201], Dummett [97]}, and the corresponding infon algebra has the structure of a Heyting
algebra instead of a Boolean algebra. The classic mathematical example of a model for this logic
is a topology, a fact which will be invoked to give a formal semantic interpretation for the infuitive
account of topichood put forward in chapter 1. This account will rely on the idea of a topological
system as elaborated by Vickers [318, 75f]. As Barwise and Etchemendy note in an appendix,
these structures are very close to their own infon algebras; the equivalences (or near equivalences)
are repraduced at the end of the chapter (3.35).

The task of reconciling situation semantics withi the classical Montagovian tradition is a delicate
one, and partiality is not the only issue. In general the semantic framework elaborated in this
chapter could be more aptly described as a partialized Montague semantics than strictly speaking
a form of situation semantics. In this I follow the approach of Muskens [243] and Landman [209].
This approach has been criticised, not least by Barwise and Perry [29, 23] as mathematically
intractable. Such issues are beyond the scope of this dissertation, except to note that Muskens
arrives at the opposite conclusion, that such a system is “essentially simple”?.

Thus the system presented here will have elements which are more familiar to a Montague
semanticist and potentially confusing for a reader who is expecting straight situation theory. In
particular I treat “propositions” (or rather their partial correlates soas or infons) as, from one
point of view, functions from situations to trﬁth values, and 1-place predicates (almost saturated
psoas) correspondingly as functions from individuals to truth values; accordingly, they can be

thought of as having extensions which are sets of situations or individuals respectively. The

! Entailment is only well-defined over objects which have a truth value, which soas in themselves do not.
2ibid., p.3 (italics original)
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difference from classical semantics is that these are partial sets, in a sense which will be given
formal definition below.

This approach is intended to give formal expression to the view of predication introduced in the
previous chapter; more specifically, it enables the device of A-abstraction to be used, in very much
the same way as it is in Montague semantics. This will play a role in characterizing the Comment
of a categorical judgement, however complex its internal structure, as an individual property
combining with an individual term by B-reduction to make a proposition. It has been noted® that
this resource is not in principle available in situation semantics, which replaces variables (which
are objects in a logical language) by parameters, which are conceivea of as the real-semantic
correlatives of variables but over which the theoretical status of abstraction is less well understood
(cf. Seligman and Moss [291] for a discussion of this notion).

This approach however also has a cost, which lies in the loss of the highly intensional situation-
semantic conception of relations - the semantic objects corresponding to what in the previous
chapter were termed basic or irreducible predicates. It is well known that a possible worlds
semantics (Carnap [60], Montague {241]) does not fully succeed in capturing the idea of intensions
by modelling them as functions from worlds to extensions; apart from possible objections that it
reduces intensions to a particular kind of extensions conceptually?, it fails to distinguish predicates
which have different senses but identical extensions in all admissible models, which may arise either
by logical or mathematical necessity or because of lexical constraints or meaning postulates®.

In a recent paper published when this thesis was near completion, Lappin and Pollard [218] ad-
dress this problem and propose a hyperintensional semantics based on Topos theory (cf. Goldblatt
[119]). In this theory, which is branch of Category theory, the important properties of sets and
functions are captured without direct access to the elements of sets, and hence without having to

satisfly the axiom of extension. It is hoped that recasting the present approach within Category-

3¢f. for example Lappin and Pollard [218]

4especially when worlds themselves form a type on a par with extensional types, as in the influential TY3
formalization of Montague semantics {Gallin [112]).

3 An example of the first kind is the property of being an equilateral triangle and the property of being an
equiangular triangle (P&S [264]), and of the second kind the property of being bought and the property of being
sold.
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theoretic terms will enable this particular deficiency to be overcome while preserving its advantages
(since the features of set theoretic semantics which play an important role in it - characteristic
functions, exponentiation, etc. - seem to generalize into category-theoretic notions without re-
quiring extension). However the approach of Lappin and Pollard represents a considerable new
departure, and it seemed preferable to leave such explorations for future research.

In the next section an algebra for 0-place and l-place predicates will be defined, essentially
following Keenan and Faltz but using the partialized definitions proposed by Muskens and by

Landman.

3.1 Predicate algebras and infon algebras

3.1.1 Predicate algebras

Keenan and Faltz (IK&T') [186} provide a theory of semantic types in which different classes of typesl
are distinguished by their formal characteristics as Boolean algebras (3.24). The classes involved
are predicates, arguments, modifiers and determiners. Of these, determiners will be deferred to
Chapter 4, while modifiers will not be discussed at all. The focus of this section will be on predicate
and later argument algebras.

Predicates were defined above as functions into the set of truth values. This is not very
controversial, except for the corollary (also motivated above) that what are commonly described
as propositions should also be regarded as predicates. In K&F’s intensional system they are
functions from a set J of world indices to truth values. This will be reﬁained, though the worlds
will shortly be partialized into situations. I will also adopt K&F’s practice of calling these “O-
place predicates” or Py, the subscript being taken here as denoting the number of unsaturated
ROLE parameters. The semantic type of these objects is thus notated Tp,. Similarly, what were
described above as Aristotelian predicates (essentially the semantic content of VPs) are notated

P1. Their semantic type Tp, is normally taken to comprise functions from entities to truth values,

ie 2D,




3.1. PREDICATE ALGEBRAS AND INFON ALGEBRAS 91

Aristotelian predicates, freed from the restriction that their target must correspond to the
grammatical Subject, were then argued to be the content of the Comment part of a categorical
judgement. On this basis the difference between Tp, and T p, corresponds to the difference between
categorial and thetic judgements, and the domain of the former will constitute first and foremost
the denotation of Topic NPs. The nature of this domain will be investigated below; it is clearly
related to, though not straightforwardly identical to, the domain of discourse D.

The relevant definitions for Boolean Algebras (BA’s) and for lattices in general are given in an
Appendix to this chapter. BA’s are distinguished by the two complement laws, a A a’ =0 and a

V a’ = 1. As such BA’s are models for classical logic, in which both the following axioms hold:

(3.1) The Law of Contradiction (LC)

P A ~P = false for any proposition P

(3.2) The Law of the Excluded Middle (LEM)

P VvV ~P = true for any proposition P

Following Montague, propositions (Pg) can be modelled as functions from a set of world indices
J to the 2-element BA {true, false}, or {0, 1}, henceforth simply 2. Each proposition pg can be
thought of as carving up J into the set {j € J: po(j) = 1} and its complement. These can be
thought of as the worlds which respectively verify and falsify the proposition.

The originally unstructured set J now has the structure of a powerset lattice (which is a BA),
(Sc,~,Nn,U,J, 0. All powerset lattices are complete and atomic, the atoms being the singleton
sets. Each proposition denotes the characteristic function of a subset of J.

Things work similarly with 1-place predicates P;. These denote functions from D to 2 which
are the characteristic functions of subsets of D. D now has the structure of a BA (powerset lattice),
whose atoms are the singleton sets corresponding to the elements of D. Each 1-place predicate is
the characteristic function of a subset of D, and the elements of D can be thought of as verifying
or falsifying instances of the predicate. In chapter 4 it will be argued that this idea of verifying

and falsifying instances of a predicate is precisely what is required to characterize the notion of
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Topic.
This simple scheme of things has to be complicated first of all by two ideas which are central

in situation semantics: the “situated” (or “Austinian”) notion of a proposition, which is modelled

using Infon algebras, and partiality.

Infon algebras

In situation semantics the idea of a proposition is factored into an information-bearing element or
infon and a situation about which it conveys information. The set I of infons is itself ordered by
the relation = of information containment. This relation is in general only a pre-order, but it can
be made into a partial order by taking equivalence classes ([0]e = {¢: ¢/ & 0})°.

The binary relation |= (read as supports) is defined over Sit (the set of situations) x I (the
set of infons). A situation-theoretic proposition (an Austinian proposition) is of the form s |=
o for some s € Sit and some ¢ € I. The structure (Sit, I, |=, <) forms an infon algebra [26],
which will be described in more detail below.

Clearly, the Boolean setup described at the beginning of this section can also be expressed
in terms of a supports relation between worlds and 0-place predicates, so that (J, Po, =, =)
is a (Boolean) infon algebra - a particular limiting case of an infon algebra. However the more
general notion of an infon algebra will be needed. To avoid introducing several sets of notation, I
will continue to use J for situations (“worlds”) and Py for saturated infons (“O-place predicates”).
Presently I will attempt to argue that (D, Py, |, =) constitutes a similar algebra (with suitable

definitions of =/, —).

Partiality

The linguistic motivation for partiality for the case of saturated predicates (Po’s) is discussed
extensively in B&P [28], Muskens [243] and elsewhere. It is arguably also motivated for Py, first of

all by selection restrictions. P1’s do not simply carve up the domain Dt into entities of which they

8 A pre-order is a relation which is reflexive and transitive but unspecified as to symmetry. If < is a preorder on
a set S, it can be factored into (i) an equivalence relation = (x = y iff x < y and y < x), and (ii) a partial order (£
defined on the resulting equivalence classes is anti-symmetric).
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are true and entities of which they are not; there are also entities of which neither they nor their
complement can be predicated without anomaly. There are many types of such anomaly, and the
nature of semantic anomaly in general will not be discussed here (cf. for example Lappin [212]).

A particular case however which is of some importance for this thesis is the well-known example

(3.3):

(3.3) 1. The King of France is bald.

2. The King of France is not bald.

The analysis of these sentences, in which the Subject fails to refer, is controversial (and will
be further discussed in chapter 4). As propositions, it is not clear whether they should both be
undefined in truth value (as argued by Strawson [302]) or whether the first sentence should be
false and its negation true (as originally maintained by Russell). Leaving aside the analysis of
definite descriptions, this hinges also on the interpretation of the negation (cf. [153]). On one
interpretation the negation will assign true if the entities which verify the predicate “bald” do
not include the King of France. On the other, it will assign ¢rue only if the King of France is in
the set of entities which falsify the predicate. On the latter (Strawsonian) interpretation a partial
logic is required. The former reading is compatible with classical logic. However the classical
interpretation can be recovered quite simply even when using a partial logic, as will be described
shortly.

For the rest of this section I confine attention to Py’s.

The required partialization is effected by dropping one or both of the complemention laws.

If the axiom a V ~a = [ is dropped, then the resulting algebra (a Heyting Algebra) is a model
for partial logics which do not assume the Law of the Excluded Middle (LEM). This includes
intuitionistic logic” [97, 81]. This is the normal approach within situation semantics; the infon

algebras of B&E [26] are Heyting infon algebras.

"The law of double negation is not an axiom of the logic, and consequently the LEM is not a theorem [211,
p.149].
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Some studies of partiality have explored the possibility of discarding both complement laws®,
thus admitting the idea of “impossible situations” which support contradictions. This has been
argued for on both linguistic and information-theoretic grounds (Landman [209], Muskens [243],
Barwise [24]), and although it will not be the focus of much interest here, I wish to keep this
possibility open for later work. Linguistically its motivation is similar to that which underlies
partial logics without LEM; namely that identifying all contradictions is as unsatisfactory as
identifying all tautologies, and for similar reasons. Thus if John believes that it is raining and it
is not raining and Mary believes that it is cold and it is not cold, one would probably not want to
say that they believe the same thing.®

In the absence of both complement laws the idea of a complement rests on the axioms of double
negation (3.30) and the De Morgan laws (3.29), and the appropriate algebraic structure has been
argued to be a De Morgan lattice (a distributive lattice with precisely these two extra axioms)
(Anderson and Belnap [10], Landman [209], Muskens [243])!%. The idea behind these lattices is
that the top and bottom elements, which normally represent true and false, are replaced by a
set of tautologies and a set of contradictions!!, these being a filter and an ideal respectively.!2.
This avoids identifying all contradictions, just as the situation-semantic / intuitionistic approach
refrains from identifying all tautologies, giving them potentially different verifying or falsifying
instances. In the case of contradictions, verifying instances will be the “impossible” situations.
The idea of a proper filter (one not containing 0) is replaced by that of a pure filter, namely

any filter in the lattice which does not contain any element of the ideal of contradictions, and a

8The remaining possibility, of discarding LLC and keeping LEM, does not seem to have attracted much interest.
As Muskens comments, mathematically it would seem to be just a mirror image of the more usual partial approaches.

91 envisage later versions of this research making much use of the framework of Barwise and Seligman [30, 24],
in which “impossible” situations are treated as tokens in a classification which are not sound with respect to a local
logic defined on its types. Alternatively, the hyperintensional approach being devoped by L&P [218], cited at the
beginning of this chapter, avoids identifying logically true or false propositions but without invoking the idea of
impossible situations, because they are not required to have extensions in the sense that is required in set-theoretic
semantics.

10The structures used by Muskens obey additionally the zero and unit laws (3.31), and are termed Kleene lattices
(243, p.d4)].

11To define membership of the set of contradictions, Landman [209, p.34] gives the conditionp A q € L iff 3r: p
AgqETA

12The set of contradictions has a lub \/L,and the set of tautologies has a glb /\T. Technically this is an
“extended De Morgan lattice”, obtained by adding further conditions to avoid “fixed points of negation” - see
Landman [209, p.36ff] for discussion.
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coherent situation will be one which supports only pure filters of infons.

3.1.2 The Keenan-Faltz treatment of predicative algebras

In Keenan-Faltz semantics the algebras used are complete atomic BAs.!3

The denotations of 0- or 1-place predicates can be seen as subsets of J or D, or as characteristic
functions from J or D into 2. On either interpretation, their domains have the structure of powerset
lattices, which are complete atomic BA’s. Because of this isomorphism, the set of properties
or the set of propositions can be considered in isolation from the original carrier sets D or J
and assumed to form a complete atomic Boolean algebra, its order relation corresponding to the
relation of set inclusion in the powerset algebras of J and D. The important property for present
purposes is their atomicity, the atoms corresponding to the singleton sets in the powerset algebra,
which are in turn in 1:1 correspondence with the original elements of J or D.

Because of this, it is possible to take properties as primitive (propositions will be considered
later) and to arrive at a new definition of individual, which corresponds to the original elements
of J or D but does not make reference to them. Following Montague (op.cit.) the denotation of
an NP is a set of properties (a Generalized Quantifier or GQ). An individual can be defined as
a particular kind of GQ; thus corresponding to each x € D in the original domain there is an
individual I, in the set of GQs which satisfies the conditions in (3.4). As is well known, this
representation of individuals has the advantage that it enables the denoctations of NPs to form a

unified type.

(3.4) For any z € D, the individual I, generated by @ is the set of sets X such that z € X. I is

closed under unions and intersections, and any set S is in I, iff its complement S’ is not in

I.. {cf. K&F [186, p.62, 75]).

13The following definitions may be helpful:

1. A lattice is complete iff any arbitrary subset has a glb and lub. (For lattices in general this is only required
for finite subsets).

2. An atom is a non-zero element of a lattice which is not preceded by any other non-zero element (intuitively
atoms are the “minimal” non-zero elements of the lattice). A lattice is atomic iff every element is preceded
by an atom.

These definitions hold for algebras, which are also lattices.
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To avoid possible terminological confusion, I will from this point follow K&F’s practice of
referring to the original elements of D as entities, reserving the term individual for a set of
properties which satisfies the above conditions'4. The set I of individuals is a subset of the set
of GQs (sets of properties) with certain distinguishing characteristics, whose significance will be

discussed presently:

(3.5) 1. All GQs can be obtained from members of I by the operations of intersection, union

and complement. In other words I is the set of “free generators” for the set of GQs.

2. Predicates (P) are not just functions from an unstructured domain to 2, but
homomorphisms from one BA to another!®, i,e. from the set of GQs which is a
powerset BA to 2. Individuals play a particular part in defining these

homomorphisms.

3. The ﬁype Tp, forms a function algebra, enabling the formation of complex predicates.
However these complex predicates only behave as homomorphisms when their

arguments are individuals.

The main reason for insisting that these algebras are atomic is that the atoms are systematically
related to the elements of J and D, which were argued to serve as verifying or falsifying instances.
In a Boolean system this is rather trivial in one respect, because the verifying and falsifying sets
are simply complements of each other, but it becomes non-trivial with partialization [209]. J
and D can be seen as providing the carrier sets for algebras on which GQs can be defined and a

distinguished subset of individuals picked out.

Predicate types as function algebras

It was claimed above that both Tp, and Tp, are function spaces with an Boolean algebraic

structure in their own right, derived ultimately from the set of truth values.

l4For the present these are assumed to be sets of properties of entities, though there are other properties which can
sustain a similar structure, and these too will be referred to as individuals. In K&F these include the denotations
of CPs and subcategorized VPs.

15A homomorphism from A to B takes elements of A to elements of B in such a way as to preserve relevant
structure (thus a Boolean homomorphism will preserve Boolean operations, etc.). For lattices this means that h:A
~+ B is a homomorphism iff for all x, y € A, h{x A y) = h(x) A h(y), and similarly for other operations.
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As examples, take the soa contents of “it rains” and “it is cold” as expressions of category Po
and the psoa contents of “is ugly” and “snores” as expressions of category Py. I follow the usual
situation-theoretic convention of using ¢ for soas, and I will use 9 for psoas - more precisely
“almost saturated psoas” which have exactly one ROLE parameter unanchored (i.e. the contents
of Py expressions).

It is probably more intuitive to start with P;’s. The functions in Tp, are homomorphisms
from the set of GQs to 2. This is so because by a theorem of K & F’s (3.6), if the value of a
function is known for the individuals on a domain, then that function is in 1:1 correspondence
with 2 homomorphism on the whole domain (on condition that the domain and range are complete
atomic algebras, a condition which is satisfied here because the domains in question are powerset

lattices and the range is the set of truth values).

(3.6) The Justification Theorem [186, p.92)
For P and B any complete atomic algebras and f any function from Ip, the set of
individuals on P, into B there is exactly one complete homomorphism hy from P*1¢ into B

which agrees with f on all the individuals, i.e. hy(I) = f(I) for all individuals L.

Consequently the predicate denotations, the points of the function spaces Tp, and Tp,, are
homomorphisms (rather than arbitrary functions) from their arguments, whether individuals or

not. The following example illustrates this view of predicates as homomeorphisms.

(3.7) h is 2 homomorphism from GQs to truth values iff
1. h(GQ: 0 GQ;) = h(GQi) A h(GQ;)
2. h(GQ; U GQ;) = h(GQ;) V h(GQ;)
3. h(~GQ;) = ~(h(GQ:))

(3.8) Let 9 be the content of the Py expression “are ugly”, GQ; that of “all semanticists” and

GQj that of “some syntacticians”. Then:

18 The powerset of P in K&F's notation.
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1. GQi N GQ; = the set of properties S = {p: p € GQ; and p € GQ;}
2. Y(GQi N GQ;) = Liff |lugly]l € S, i.e. iff [lugly|| € GQ; and ||ugly|| € GQ;
3. Y(GQi) = Liff [Jugly|| € GQi and $(GQ;) = 1iff ||ugly|| € GQ;

4. (Intuitively:) “all semanticists and some syntacticians are ugly” is true iff “all

semanticists are ugly” is true and “some syntacticians are ugly” is true

Moreover these homomorphisms themselves form an algebra. To obtain this, their values on
individuals are compared pointwise, and the operations V and A and ~ defined accordingly to

give new functions. If ¥, is the content of “is ugly” and 1)y the content of “snores”, then given an

individual 1;:

(3.9) 1. (¥ Avha)(iz) = 1iff i (ia) A tha(ia) = 1
iz (is ugly and snores) iff (i, is ugly) and (i, snores)
2. (1 V a)(ie) = Liff Pu1(ip) V ¥a(iy) =1
iz (is ugly or snores) iff (i is ugly) or (i, snores)
3. (~1)(ie) = 1iff ~(4h1(is)) = 1
iz (is not ugly) iff it is not the case that (i, is ugly)

4, The 1 element is the 1 € Tp, which is true of all i, - i.e. the 1-place predicate ezist

5. The 0 element is the ¢ € Tp, which is false of all i, - i.e. the negation of exist

Note that these definitions of algebraic operations on predicates hold only when the operations
are defined pointwise using individuals as arguments. They do not hold, in general, when the
arguments are quantified expressions. This point will be taken up in the next chapter, where it
will be argued that the denotations of Topic NPs are confined to those GQs which correspond to
individuals.

By analogy, I assume that 0-place predicates are functions from a complete atomic Boolean
algebra W to 2. This algebra W will have propositions as its members, and will be isomorphic to

the powerset algebra that would be formed if propositions are considered as subsets of J. Moreover
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there will be individuals in W, which will comprise sets of propositions closed under conjunction
and disjunction and excluding their complements, just as in the definition of individuals given
above. These individuals on W are in 1:1 correspondence with elements of J. Besides individuals,
W will also allow quantified expressions which are not individuals. For the following examples I
take W not as worlds but as times, for which it is perhaps easier to treat these notions intuitively.

First, the Py’s denote homomorphisms from W to 2 (their domain includes quantified temporal

expressions):

(3.10) Let o be the content of the Py expression “it rains”, w; that of “some afternoons” and w;
that of “every Friday evening”. Then:
1. w; U w; = the set of propositions S = {p: p € w; and p € w;}
2. o(w; N w;) = 1iff ||it rains|| € S, i.e. iff ||it rains|| € w; and |it rains|| € w;
3. o(w;) = 1iff ||it rains|| € w; and o(w;) = 1 iff ||it rains]| € w;

4. (Intuitively:) “it rains some afternoons and every Friday evening” is true iff “it rains

some afternoons” is true and “it rains every Friday evening” is true

Second, the functions in Tp, also form an algebra. To obtain this, their values on individuals
in their domain W are compared pointwise, and the operations V and A and ~ defined accordingly
to give new functions. If oy is the content of “it rains” and o2 the content of “it is cold”, then

given an individual w; € W (recall that this will correspond to a single world-index j):
(3.11) 1. (o1 A o2)(w;) = 1iff o1 (wy) A oafw;) = 1
(It rains and it is cold) at w; iff (it rains at w;) and (it is cold at w;)
2. (o1 V o2)(w;) = 1iff oy (w;) V oa(w;) = 1
(It rains or it is cold) at w; iff (it rains at w;) or (it is cold at wj)
3. (~o)(wy) = Liff ~(ou(w;)) =1
(It does not rain) at w; = it is not the case that (it rains at wj)

4. The 1 element is the o € Tp, whose value is true at all w;




100 CHAPTER 3. THE SEMANTIC FRAMEWORK

5. The 0 element is the o € Tp, whose value is false at all w;

By going one step further and considering not sets of propositions but sets of properties of
propositions (PW or the powpowerset!” of propositions), it is possible to obtain a domain of
denotation for CPs'®, which interacts with predicates taking sentential complements. As it is
isomorphic to a powpowerset, this domain is a free BA and thus admits a structure of individuals
just as the type of NP denotations does. This apparent isomorphism between the two domains
of worlds and entities will be explored below from a slightly different perspective, with a view to
substantiating the claim assumed in Chapter 1, that in the context of Topics it males sense to

treat the denotations of Topic NPs as analogous to worlds.!®

3.1.3 The formal specifications of Infon algebras

As was briefly described above, in situation semantics the information-bearing elements corre-
sponding to propositions are infons, and the corresponding algebra is an infon algebra [26].
Infous are standardly treated as the same thing as soas, but in this dissertation I define them
as equivalence classes of soas under the equivalence relation of mutual information containment,
so that the relation of infons to soas is analogous to that between propositions and propositional
formulas. This more abstract definition of infon also means that the antisymmetry of the =

relation in infon algebras follows automatically rather than having to be stipulated separately as

in B&E [26].

17The powpowerset of a set is the powerset of its powerset.

13i e. the CP argument denotes a set of properties of propositions, just as an NP argument denotes a set of
properties of entities.

19K & F tentatively suggest a similar treatment of VP complements as well. According to this idea, VP com-
plements denote sets of properties of properties. Thus all argument categories denote sets of properties, differing
only on whether these are properties of entities, of propositions or of properties, a difference which is less important
than their structural isomorphism {they are all freely generated BAs, the generators being a distinguished set of
individuals as defined above).

Carrier set: D (entities) J (world indices)
Powerset: properties of entities propositions
Powpowerset: NP denotations (GQs) sets of sets of indices

Powpowpowerset: | subcategorized VP denotations CP denotations
In this table the argument types are those in the bottom two rows, except that powpow J does not seem to
correspond to any obvious argument category. I suggest that it in fact corresponds to those objects which can be
the value of a LOCATION parameter. These objects will be discussed further below.
In this dissertation I have had to confine my attention to NP denotations, and argue that while all NPs may be
arguments, only those which correspond to individuals may be Topics. I conjecture that this will prove to be the
case for these other categories as well, but have to defer investigation of this for future research.
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An infon algebra comprises a distributive lattice (I, =) together with a set of situations Sit

and a supports relation |= on S x I satisfying the axioms in (3.12) [26, p.39].

(312} 1. IfskEocando = 7, thens 7.
2.sEOands 1
3. if ¥ is any finite set of infons, then s |5 AT iff s F o foreach s € &

4. if ¥ is any finite set of infons, then s |= V¥ iff s |= ¢ for somes € &

Thus if a situation supports an infon then it supports all the information contained in (implied
by) that infon, and it supports the conjunctions and disjunctions of any infons it supports. By
the second condition, no situation supports an infon which is logically false, and every situation
supports an infon which is logically true. By the last two conditions the infons form a function space
(F2/si; or 29it) corresponding to Tp, as discussed above, except that negation (complementation)
has yet to be discussed.

This factoring out of situations from the lattice of information-bearing elements effectively
performs the same role as the use of world-indices or entities in the Boolean structures used
above: they provide a notion of verifying (falsifying) instances. This time the notion is non-trivial
because of the absence of LEM.

This domain of verifying instances can sustain a structure on which the notion of individual
can be defined. An infon can be treated as the set of the situations which support it, given an
important proviso which will be returned to later, namely that the further condition (3.13) is

satisfied.

(3.13) For all infons o, T such that o # 7 there is a situation s € Sit such that s = o but s }& 7.

(26, p.40]

In this case the supports relation reduces to set membership. A situation s can then be
reconstructed as a set of sets (i.e. set of infons) satisfying certain closure conditions. The precise
conditions involved will not be the Boolean conditions specified in (3.4) above, but other conditions

to be discussed below.
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It is important to note that althocugh the infon algebra defined in (3.12) is not Boolean, a
Boolean algebra can be recovered from it simply by taking elements of the supports relation (i.e.
propositions in the non-situated sense, henceforth Russellian propositions); the algebra will
comprise sets of support relations, ordered by set inclusion (B&E [26, p.44-5]). Because of the
conditions just stipulated for the supports relation, each situation supports a prime filter of

infons.20 21

These prime filters of infons correspond to models for the infon algebra. In the next
chapter I will argue that in the same way, Topic NPs correspond to prime filters of properties, for
which they can analogously be considered models.

It is possible either to see infons as functions from worlds (situations) to truth values or to
shift perspective and treat situations as functions from infons to truth values.

The former viewpoint is basically that taken in the previous section, except that the use of a
partialized semantics affects the definitions of predicate and argument algebras. In particular the
notions of function spaces and of the set-theoretic structures induced on their domains has to be
modified. The approach followed here is based ¢n [209, p.44f] and [243, p.57ff]. A predicate is
reconstructed as a pair with the same content but contrasting polarity (cf. the situation-theoretic
idea of an issue), and a set becomes a partial set?? | again a pair, comprising the verifying and
falsifying instances of a predicate.

It is convenient to start by defining the partial sets which will denote the verifying / falsifying
instances of the predicates, and to start with properties rather than propositions. Irom the
perspective of properties as subsets of the carrier set D, these partial subsets will now be defined
as in (3.14). The domain of properties is now the powerset of D x D, ordered by partial set

inclusion, which is defined along with the other set operations in (3.15).

20 A filter in a lattice is an upward-closed set which is closed under meets (cf. its dual, an ideal, which is
a downward closed set which is closed under joins). A prime filter has, additionally, the property that if it
contains a V b, then it already contains either a or b (the “disjunction property”). Definitions of these and other
lattice-theoretic concepts are given on page 116.

21 These sets of infons are prime filters because of (one half of) condition 4 in (3.12), which requires that s =}/
only if s |= o for some o € ¥ - the “disjunction property”.

22The use of partial sets here should be distinguished from the use of the same term in [235]. In the latter work
it refers to sets whose actual membership is not determined at a particular information state, and on which the
idea of possible membership imposes a concept of “murky sets” whose membership is not fully determined. The
term is also used for a (different) notion of sets with underspecified membership in [212]. In the present usage there
is no connotation of underspecification intended.
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(3.14) Partial sets (cf. Muskens [243, p.58-9])
1. A partial set S is a tuple (S*, S™) (the denotation and antidenotation
respectively). A predicate will take St to true and S~ to false.

2. The complement of ST U S~ (in the relevant domain) is termed the gap of S and the

intersection St N S~ is its glut.
3. A set is coherent iff its glut is null, and total iff its gap is null.
These definitions are easily extended to partial n-place relations.?®
(3.15) Partial operations on sets
~8 = (87, §*)
S1NSy = (51T NS+, S~ U8

SiUSy = (Sl+ U Sg+, Si° N Szm>

S1CSy iff S;T C ST and S9~ € S1™

According to these definitions:

1. —p is true for situations where p is false and vice versa

2. pAq is true in situations where both p is true and q is true and false in situations

where either is false

3. pVq is true in situations where either p is true or q is true and false in situations

where both are false
{3.16) Partial predicates

1 ||Poll = £,: 3 x J = 2: £,(j) = 1iffj € S* and £,(j) = 0 iff j € S~

231n fact in Muskens (loc cit) they are given as definitions of partial n-ary relations. The conversion of relations
into curry functions and the consequent focus on sets, eschewed by Muskens in favour of relations and Cartesian
products, is restored here because of the view of predication argued for in the previous chapter - that is, a (modified)
Aristotelian rather than a Fregean view,
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2P| =f: Dx D=2 fy(x) =1if x€ St and fy(x) = 0 iff x € S~

These definitions of partial sets and operations on them correspond to De Morgan lattices, and
are compatible with the use of Kripke frames for intuitionistic logic (Landman [209, p.44-6]).%4

The structure so defined is a De Morgan lattice [209]. It is possible to dispense with the carrier
set and define the set of (partial) properties primitively as a De Morgan lattice, in the same way
that K&F define the set of (total) properties as a Boolean algebra. Nonetheless it is still helpful
to think of them as sets when checking their behaviour. GQs will be normal GQs except that the
relevant intersections have to be calculated using the denotation and antidenotation separately.
However the space of GQs will still allow the notion of individual to be defined as in the Keenan-
Faltz system, using the partial definitions of conjunction, disjunction and complement.

The notion of partial individuals will not be further explored here because, as already described
for infon algebras, it is possible to recover a Boolean algebra of individuals. To make the
parallel with infon algebras explicit, I assume an identical algebra defined over individuals and

almost saturated psoas, for which I introduce the term i-algebra®®. Let (Z,, v, ¥, =¢) be a

24 One way of treating these partial operationsis to use a many valued logic (Anderson and Belnap [10, 33], Blamey
[43], Muskens {243), in which the BA of truth values 2 is replaced by the 4-element BA of truth combinations 4,
this being the powerset of 2, i.e. {®, {t}, {f}, {t, f}}. Besides the normal set-theoretic algebra, which will be
discussed below (in connection with the idea of approximation), this set carries an algebra of logical relations LK4
- the logical Kleene algebra on 4 [243, p.44] - having the following characteristics:

1. Truth functional connectives (originally from [98])

(a) ¢ A1 is trueiff both conjuncts are true.
(b) ¢ A is false iff either conjunct is false.
(¢) ¢ V¥ is true iff either conjunct is true.
(d) ¢ V¥ is false iff both conjuncts are false.

(e) —¢ is true iff ¢ is false and vice versa.

Note that the resulting values may include ¢ or {t, f}. The truth tables obtained are the Extended Strong
Kleene tables [243, p.43] (they are given for reference on page 115).

2. The partial order < on the algebra (¢ < ¢ 1= ¢ A P=¢) corresponds to the entailment relation:
(a) For sets of formulae I', A: T" = A iff ﬂqS erclyvea

It is unclear to me at the moment what is gained by explicitly using this multi-valued logic rather than the
approach in the main text. The semantics proposed here is intended to be intuitionistic, as envisaged by [26]
on which it is based. Van Dalen [81, p.269,280] notes that multi-valued approaches were tried “during the early
childhood of intuitionism and its logic”, but that a result of Gddel's shows that intuitionistic logic cannot be
captured by any finite set of truth values. Landman’s [209] treatment of partiality appears to capture the notions
required here {those in the definitions just given) without resorting to a multi-valued logic, and I have thus opted,
at this stage of the research, for his apparently simpler system.

25 Unfortunately there is no established term corresponding to infons to use for almost saturated psoas. Infon
algebras in the strict sense, which are defined for soas with no unsaturated roles, will be distinguished when
necessary as o-algebras. The distinction refers to the elements of the algebra; the actual algebraic structure is
intended to be the same.
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y-algebra, comprising the set Z, of (partial) individuals, the lattice (¥, =g) the set of almost
saturated psoas ordered by information containment?®, and the p-supports relation }=g defined

in (3.17).
(3.17) An individual I, p-supports a psoa ¢ iff ¢+ € 1,27

The [y relation can then be used to construct a Boolean algebra (S, C), the elements of S
being sets of =y relations and the ordering simply set inclusion.

As already mentioned, a standard mathematical example of an infon algebra is a topology.
This is discussed by B&E [26, p.41], who suggest that points in a topological space (the example
given being the real numbers) can be used to model situations in the same way that I wish to use
them to model Topics. In the next section I discuss informally how ideas from topology capture
the intuitions about Topics set out in Chapter 1, and then in more detail how a topological

system corresponds to an infon algebra.

3.2 Topology

A topology is a way of capturing the notion that our information about particular objects may
not enable us to completely pin down those objects. An information state (treated as a set of
propositions) does not exhaustively characterize the state of the world in which it is supposed to
hold; it generally only approximates it, i.e. provides a coarser- or finer-grained frame of reference
against which thé actual state of the world can be understood less or more precisely. The standard
mathematical example of a topology is the process of calculating the value of real numbers by using
rational numbers, or rational intervals (intervals with rational endpoints). Recall that there are
infinitely many more real numbers than rational numbers?®. To use a metaphor which is quite
suggestive for the application to which topology will be put here, “the rational numbers are spotted

along the real line like stars against a black sky, and the dense blackness of the background is the

28 Details of this will be given in the next chapter. Note that as with infons, I assume that these ¢ objects are
in fact equivalence classes of psoas, so that =, is antisymmetric.

27+ being the denotation of ¥ in the sense of the partial definitions given above.

28The set of rational numbers is countably infinite, while the reals are uncountably infinite.
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firmament of the irrationals” (Simmons (295, p.37]). In the theory proposed here, the constellations
of linguistic information (carried by utterance types) arve used as a framework for pinning down
the chunks of blackness corresponding to situations and entities individuated in the context of
utterance tokens. It expresses what Barwise and Perry describe as the “efficiency” of language
- the recycling of relatively limited means to describe an unlimited continuum of situations and
entities.

In the algebras discussed above, the infon side of the algebra provided a fixed framework
of information-bearing elements, with a fixed relation of information containment (and other
logical relations) between them?®. An information state may be defined as a set of infons
which are supported simultanecusly by a given situation. However they do not provide exhaustive
information about the situation, they only approximate it. It is similar with individual entities
and properties. An entity may be characterized by the set of properties which hold of it (as it is
in GQT). These may constitute all the knowable information about that entity, but they still only
approximate it, and the addition of other properties will characterize the entity more precisely.

In topology these ideas are given more precise expression. The underlying idea is a geometric
space of points, but with ideas of direction and even distance abstracted away3’, the space being
reconstructed instead from the notion of open sets. An open set can be visualized as a set without
its boundary points. In other words any point inside the set is well and truly inside it; however
closely it approaches the boundary, it may not touch it. This captures the notion of a verifying
instance of whatever is represented by the set (a point outside the set is a falsifying instance, while
a boundary point neither verifies nor falsifies). A topology on a space X is a class T of subsets of

X (designated the open sets) satisfying (3.18).

(3.18) Definition of a topology (Simmons [295, p.92])

1. The union of every class of sets in T is a set in T.

29 At a later stage the possibility will be discussed that even these may not be absolutely fixed, but that there
may be mechanisms in discourse for changing or adding relations between infons.

30Some topological spaces retain the idea of distance (a “metric”), but the spaces which will be used here are
non-metric spaces.
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2. The intersection of every finite class of sets in T is a set in T.

3. The full set X and the null set are sets in T.

The cases considered above in a Boolean context, where J and D are sets of world indices and
entities respectively, supporting an appropriate algebra of Pp’s, is a limiting case of a topology,
where all sets (the denotations of the P,,’s) are regarded as open®'. By definition the complements
of all sets are alsoc open (since they too are sets). Thus every P, simply partitions its domain into
verifying and falsifying instances. In a partial system, such as that used here, the verifying and
falsifying sets are potentially independent of each other, leading to a non-trivial topology.

The “frame of reference” used for a topology is called a basis. As mentioned in Chapter 1,
a convenient example is a co-ordinate grid formed by the  and y axes of a graph representing a
Cartesian plane. The rational intervals on the axes divide the plane into squares (or rectangles);
this grid constitutes the basis, comprising of course the (possibly infinite) union of these rectangles
(the basics). However each rectangle is itself formed by the simultaneous readings from intervals
on the 2z and y axis, each reading itself marking out a “strip” of space. Each rectangle is the
conjunction (intersection) of two strips, one based on the @ axis and one on the y axis (or more
generally a finite number of readings corresponding to a finite number of axes). These readings
individually are known as subbasics (a whole axis being a subbasis). Thus a basis is formed by
a union of intersections of subbasics. This forms a convenient way of constructing a topology.

In Vickers [318], following Abramsky [2] and Smyth [296], a topological system is constructed
in this way from a particular logic - geometric logic, or the “logic of finite observations”. The
idea behind this is that a space of propositions can be seen as corresponding to observations that
are finitely verifiable, if it is assumed to be closed under disjunction and finite conjunction. The
point of this last requirement is that an infinite conjunction cannot be finitely verified because it
would involve checking an infinite number of cases, whereas an infinite disjunction is verified once
you hit the disjunct which is true. These conditions on disjunction and conjunction, however, are

algebraically the same as the conditions on a topological space as given above, Consequently the

31 The discrete topology
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propositions of a geometric logic can be thought of as the open sets of a topological space, while
the verifying instances correspond to its points.

Topological systems seem an appropriate interpretation for infon algebras. The correspondence
between the two is noted, for the case of o-algebras, by Barwise and Etchemendy (26, p.75f].
Situations correspond to points in a topological space, while the infons correspond to the open
sets. This is one viewpoint (the spatial viewpoint), in which the underlying idea is of infons as
sets of situations, or functions from situations to truth values. This viewpoint can be reversed,
with infons and the logical relations defined over them taken as basic and the situations which
support them regarded as sets of infons or functions from infons to truth values. In this treatment
(the localic viewpoint), situations are obtained as prime filters as has already been described.
The point of using topological systems, apart from developing the metaphor which underlies the
present research, is that they are concerned with the conditions under which the two viewpoints
are interchangeable so that there is complete duality between the two.

The correspondence between infon algebras and topological systems is given more fully in the
appendix (page 117). In the next chapter the same approach will be applied to ¥-algebras.

The topological system to be used can be constructed in the following steps. First of all let
(P, <) be a lattice, in which P comprises the propositions (equivalence classes of propositional
formulas), and the partial ordering is the entailment relation (p < p’ in P iff p = p’ in the logic®?).
As it is a model for geometric logic, P is closed under joins and finite meets, corresponding to
arbitrary disjunctions and finite conjunctions, and finite meets distribute over joins (3.19). A
lattice satisfying this conditions is-called by Vickers a frame, and this term will be retained here
{glossed as a topological frame when necessary to avoid confusion - however unlikely - with
Kripke frames and frames for modal logic). A frame also has a top element true or A and a

bottom element false or \/ §2.

(3.19) A frame is a poset satisfying the following conditions [318, p.21]

32The entailment may either be logical or in more interesting cases imposed by constraints (B&E (28]).
3380 that trueAp = p = falsevp. (Vickers {318, p.9])
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1. Every subset has a join
2. Every finite subset has a meet

3. binary meets distribute over joins (x AV Y = V{xAy: y € Y})

If the elements of a frame are taken as infons, the underlying idea is as follows. There are a
potentially infinite number of infons (because the infinite generative power of language produces
an infinite number of possible meanings), and the union of them all is the conceptual space in
which sentence denotations will be located. At the same time it seems reasonable to assume that
any information state in a discourse will comprise a finite conjunction of infons®®. This is the basis
of the proposal that topology is a suitable instrument for modelling the denotations of Topics in
a discourse.

A topological space is a frame defined over a class of subsets, Thus, given a set X, a topolog-
ical space can be seen as the structure imposed on X by a frame. For example the frame of infouns
structures the set of situations as a topological space (under certain conditions to be introduced
shortly), and it will be argued below that the frame of properties (provisionally speaking, infons
with one unsaturated ROLE parameter) similarly structures the domain of entities as a topological
space.

A frame homomorphism is a function between frames which preserves joins and finite meets.
Note that the Boolean algebra 2 also counts as a frame (the “Sierpinsky frame”), so that suitable
functions into 2 are frame homomorphisms. Infons can thus be treated as a space of functions from
topological spaces to 2, in which, as in the Boolean framework considered above, the elements of

the function space are homomorphisms.

(3.20) The frame of infons as a function space

1. (VZ)(§) = V(Z())) for arbitrary sets X
If you take any disjunction of infons, you get a true description of j iff some infon in

the disjunction is a true description of j.

3471 find it difficult to conceive of infinite discourses, or discourses with infinite sets of presuppositions.
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2. (AX)(§) = A(E(})) for finite sets &
If you take any finite conjunction of infons (say a discourse fragment), you get a true

description of j iff all infons in the conjunction are true descriptions of j.

3. Frame homomorphisms are not required to preserve negation.

(3.21) Infons as frame homomorphisms

For I any set of individuals on D:

L o (VD) = V(e (D)
What an infon assigns to any disjunction of individuals is the lub of what it assigns
to each individual. Thus beautiful is true of the disjunction of {mary, elaine,...} iff the
disjunction of {beautiful(mary), beautiful(elaine),.... } is true. This disjunction can be
assigned true for any set of individuals I (though it could be assigned false only for a

finite 1).%8

2. o(Al) = A(e(I)) for any finite I
What an infon assigns to any conjunction of individuals is the glb of what it assigns
to each individual. Thus beautiful is true of the conjunction of {mary, elaine,...} iff the
conjunction of {beautiful(mary), beautiful{elaine),.... } is true. However this
conjunction can only be assigned true for a finite set I (though it could be assigned

false for an infinite I).

Now let € be a family of truth-assignment functions e from P to 2, each e being a frame
homomeorphism. This means that they observe the conditions set out in (3.12) for the supports
relation between situations and infons (modulo the contrast between finite meets and arbitrary
joins). The conditions are repeated here (slightly adapted) as (3.22). & here corresponds to the

set of situations, which are (from one point of view) functions from infons to truth values.

(322) l.Ifelocando = 7, thene |z 7.

35 Falsification is the mirror image of verification, in that arbitrary conjunctions but only finite disjunctions can
be finitely falsified.
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2.e0ande =1
3. if ¥ is any finite set of infons, then e = AL iff e |= o for each e € &

4. if £ is any (arbitrary) set of infons, then e |= /X iff e |= o for some e € &

Under these conditions the subset of P {p: e(p) = true} is a completely prime filter in P36,

Considering & as a set E, a ordering C may now be defined on it, so that e C ¢ iff Vp € P, if
e(p)=1 then ¢'(p)==1. This ordering corresponds to the ordering by set inclusion of the completely
prime filters in P. This ordering is in general a pre-order, but under certain conditions to be stated
shortly it forms a partial order, so that a poset (E C) is obtained, on which more structure will
be defined in due course. (E ) corresponds to a parametrized model for P, and will henceforth
be referred to as “the model”, with e = p iff e(p) = 1. E and P together comprise what Vickers
calls a topological system; if (E, P) is a topological system D, then E is written as pt D and
P as QD [318, p.53]. A topological system, including the relations = and £, is equivalent to an
infon algebra, with the same proviso noted above, that the former requires infinite joins. (Details
of this correspondence are given in the Appendix‘to this chapter).

If X is a set of points over which QX has been defined as a topology, the points side pt X is
simply the original set X. This is called a spatial topological system, and amounts to treating
opens as purely extensional objects, distinguished only by the points in X which satisfy them. In
other words opens are treated as characteristic functions from X to 2. By contrast, if the points
are treated as frame homomorphisms from the opens to 2, as in the previous paragraph, then
what is obtained is a locale [318, p.61]. In this, points are treated as abstract objects, effectively
models for the the opens of a frame (sets of completely prime filters of opens, as described above).
If a topological system is both spatial and localic (a spatial locale or “sober space”), then the
abstract points X obtained from the locale are in 1:1 correspondence with the underlying set of
points over which X is a topological space.

This duality is unsurprising when the points represent worlds (or situations) and the opens

vepresent propositions (or infons) - e.g. definitions of propositions as denoting sets of worlds, and

36 Definitions for ideals and filters are given for convenience in the Appendix to this chapter (3.34), page 116.
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of worlds as models for (filters of) propositions, are common enough in the literature. What is
perhaps not so immediately obvious is that when opens are taken as properties denoting sets of
individuals, there is a corresponding dual definition of an individual in terms of filters of properties
and hence models. This approach to individuals will be elaborated in Chapter 4.

In general T adopt the practice of referring to situations and individuals collectively as points,
as already anticipated from time to time in earlier chapters. (In Chapter 1 I also referred to them
collectively as worlds). The justification is that they are both modelled as the Pt X side for some
topological system X (a different one in each case).

Finally, I assume that E has a bottom element L. This is the point that supports only irue, i.e.
combinations of affirmations which are either logically true or stipulated to be true by constraints
on the infon algebra (cf. B&E [26]). In situation-theoretic terms it supports the “logical” domain

of propositions and properties as opposed to the “informational” domain of situated information 37.

3.3 Situations and Individuals

So far the paradigmatic cases of predications on individuals have been individual level predicates,
while stage-level predicates have been assumed to be predicated of worlds (situations). However,
stage level predicates can also be predicated of individuals, and the interaction of individuals and
situations in these cases is potentially illuminating for the relationship between their two domains.

Individual-level predicates, by contrast, cannot felicitously be predicated of situations.
(3.23) 1. Anili is cooking a curry. (That is why there is such a beautiful smell).

2. Anili is a native speaker of Malayalam.

3. Anili is cooking a curry. (That is why she can’t check your semantics paper for you

right now).

4. 7?7 Anili is a native speaker of Malayalam at the moment.

37¢f. Cooper [74] for a clear discussion of the latter notions within situation semantics.
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In the first sentence we have a saturated soa with a stage-level predicate, supported by a
situation. The continuation forces a reading in which the situation, and not Anili, is the Topic.

In the second sentence the predicate is an almost saturated psoa (a property), predicated of
an individual. The individual however is available as a referent only in those situations in which
she is part of the domain. On the other hand, it is claimed to be true as a generalization over
such situations (or perhaps all such situations which are accessible). Thus instead of a described
situation, we have a described object, which is associated with a set of situations. The propasition
will be true or false in that set of situations, and undefined elsewhere.

In sentence 3 the same soa as in sentence 1 is predicated of the individual anili, but only
with respect to a single situation (or in general a subset of the Anili-containing situations), being
undefined elsewhere.

The final sentence appears to be anomalous precisely because it requires a single situation to
support a soa with an individual level predicate, which necessarily generalizes over situations.

The relationship between these different types of predicate will be discussed in more detail in

the next chapter.

3.4 Conclusion

This chapter has set out the semantic framework used in the dissertation. It develops a view of
predicates which is based on the Keenan-Faltz approach (in which they are function algebras of
a particular kind, most importantly atomic ones). In this approach the semantics of propositions
(0-place predicates) and 1—placé predicates show considerable parallels, differing very largely in
the nature of the carrier sets, J and D, which form their domains. This view is then adapted
to the context of a partialized semantics, in which the idea of verifying and falsifying instances
assumes greater significance. This relationship between information-bearing objects and their
instantiations is treated in the context of Barwise and Etchemendy’s formalization of infon algebras

(which, although its motivation arose from situation semantics, should be considered a proper
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generalization of that framework in that situation-theoretic objects are explicitly only one of its
possible applications). Topological systems (as developed by Vickers) are an appropriate way
(though a non-standard one within the linguistics literature) of modelling infon algebras, one
whose basic spatial intuitions have been argued to be helpful in understanding the notion of
Topics as objects to be located in a conceptual space. Both infon algebras and topological systems
were developed for use with propositional logics, that is to say the logic of 0-place predicates. The
main contention of the next chapter will be that the parallelism between 0- and 1-place predicates
carries over into the more general context of infon algebras, and that consequently the semantics
of the Topic-Comment relation can be modelled by a topological system, with the denotations of

Topics as the points or models and the denotations of comments as the open sets.

3.5 Appendix

3.5.1 Definitions of the different classes of algebras denoted by types of
linguistic expression
(3.24) 1. Argument algebras are complete atomic BA’s freely generated by a set of

individuals.

2. Predicative algebras for n place predicates are the function spaces comprising the
homomorphisms3® from an argument algebra to the BA which is the type of an n—1

place predicate. These function spaces are themselves complete atomic BAs.

3. Modifier algebras comprise functions from the type of the modified head into itself.

These will not play a role in the present study.

4. Determiner algebras comprise a subset of the functions from a set (the set of

properties) into its powerset.

38 There are some predicates, notably collective and properly intensional predicates, which may not denote ho-
momorphisms, at least not without more being said. However I ignore this here.
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3.5.2 Truth tables for 4-valued logic

(3.25) For the logical Kleene lattice on 4 (LK4) (Extended Strong Kleene Tables - cf. [243, 314])

At £« FllvIit £ % |-

bt £ o« FEft [t ot ot ¢t ]| f
f1f £ & £t £ = FI| |t

* [« f « £+t +* % 6| %[ %

#F#E DD FH#EE # O H#|#]#

(3.26) For the approximation Kleene lattice on 4 (AK4)

mit £ = #[luls £ = #If-

[ R A 2 T I 2 O - - | I A I

fl*s £ = o f4# £ £ #|| |1
® |k k% % x |t £ o« F| x| #
FEf o« L HEHE H#E #H#E

3.5.3 Definitions for lattices
(3.27) Lattice axioms [211, p.235f]
1. A partial order (A, <) satisfying:
(a) Va¥be A:aAb€cAandaVvbeA
2. A structure (A, A, V) satisfying:
(a) Idempotency: (aAa)=a, (aVa)=a
(b) Commutativity:(aAb) =(bAa),{aVvb)=(bVa)
(c) Associativity: (a Ab)Ac=aA(bAc),(aVb)Ve=aV (bVc) (Associativity)
(d) Absorption: aA (aVb)=a,aV{aAb)=a
(3.28) Distributivity
L.aA(bve)=(aAb)V(aAc),aV(bAc)=(aVvb)A(aVc)

(3.29) De Morgan Laws




116 CHAPTER 3. THE SEMANTIC FRAMEWORK
1. ~(aAb)=~aV~b ~aVb)j=~aA~b
(3.30) Law of Double Negation
1. ~~a=a
(8.31) Zero and Unit laws
l.aAl=a,av0=0
(3.32) Complement laws
l.aA~a=10
2.aV~a=1
(3.33) Boolean algebras

1. A Boolean Algebra (A, ~, A, V, 0, 1) is a distributive lattice (3.27) obeying the zero

and unit laws and both complement laws.

3.5.4 Deﬁnitions of Filters and Ideals as used in the text

(3.34) The definitions given here for a filter (a subset of a poset which is closed under < and A)
can generally be applied dually to an ideal (closed under > and V).
1. A principal filter is the filter generated by a single element: [a) = {b € P: a < b}

2. A proper filter is a filter which does not contain 0. (It has the “finite intersection

property”: every finite subset is compatible).
3. A pure filter is a filter which does not contain any element of the set of contradictions.

4. A prime filter is a filter with the “disjunction property”: if a V b € F, then either a €
Forb €F,
5. A completely prime filter is the complement in P of a principal prime ideal.

6. A maximally proper filter (or ultrafilter) is a filter such that every element in the

poset is either in it or incompatible with it.
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3.5.5 Correspondences between topological systems and situation se-

mantics

(3.35) The following correspondences (and others) are noted by B&E [26, p.75{]

Topological systems (Vickers [318]) Infon algebras (B&E [26])

opens (open sets) infons

points situations

frame of opens QX lattice of infons (complete heyting algebra)

(closed under finite meets and arbitrary joins) (closed under finite meets and joins)
ECptX x OX = C Sit x I
topological system infon algebra

spatial topological systems [318, p.57-67] strongly balanced infon algebras [26, p.40]
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Chapter 4

The semantics of Topic

This chapter proposes a formal semantic characterization of Topics. Section 4.1 sets out some of
the intuitions behind the proposed approach. Section 4.2 gives the formal detail, arguing that
Topic NPs include within their denotations one or more fixed individuals, which play a role for the
psoa abstract represented by the Comment fornially analogous to that performed by situations
for soas. Section 4.3 examines the implications of this for the Topic relation within the clause,

while Topic relations across discourse are reserved for discussion in the next chapter.

4.1 Topics and finite observations

As discussed in Chapter 1, Kuroda {207] argues for the recognition of two types of underlying
semantic structures for declarative sentences; the thetic judgement, which comprises a simple
observation that a given state of affairs does or does not obtain, and the categorical judgement,
which requires both recognition of an entity and evaluation of an observation in relation to that
entity.! This contrast is reflected in Japanese in the marking of the Subject with ga or wa, (1.1),

reproduced as (4.1).

1 The terminology given is from the Prague School, especially Marty. Kuroda also cites the Japanese grammatical
tradition, where the two types are known as “single” and “double” judgements respectively.
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(4.1) L. Inu ga neko o otkatete iru.
dog Nom cat Acc chasing is

The/a dog is chasing the/a cat. (“Look - the dog’s chasing the cat”.)

2. Inu wa neko o otkatete iru.
dog Top cat Acc chasing is

The dog is chasing the/a cat. (“The dog? It’s chasing the cat”).

Although the English translations of the two sentences are almost identical, the difference in
sense is partly captured by the paraphrases in parentheses. The first sentence simply describes a
situation, while the second evaluates it in relation to the dog, which is the Topic of the sentence.?

The difference between the two can be understood in terms of the role of a Topic in verifying a
statement. The first sentence in (4.1) can be verified by a dog-chasing-cat situation, whereas the
second is verified by a currently cat-chasing dog.

In this simple instance, the conditions are obviously mutually entailing, so that it might be
thought that there is no truth-conditional difference between them. However this is not always the
case. For example the sentence “Nobody is chasing the cat” can be verified as a thetic judgement
by an appropriate situation, but as a categorical judgement (with “nobody” as topic) it is not clear
how it would be verified.® Similarly with a non-specific indefinite, as in “three girls are chasing the
cat”; on a thetic reading it can be veriﬁed-straightforwardly by an appropriate situation, while the
categorical reading requires us to produce three cat-chasing girls; this, however, forces a specific
reading of the NP.

A common generalization in the literature is that NPs undergoing topicalization in English are
restricted to definites, generics and sp_eciﬁc indefinites (while in some languages they seem to be
restricted to definites and generics, though a lack of standardization in terminology introduces an

element of uncertainty here).*

2This terminology is avoided by Kuroda because of its vagueness in the literature, preferring the term “notional
subject”, cf. the discussion in Chapter 1.2 above.

3Perhaps only by a specified set of people of whom it is possible to verify that they are not chasing the cat.
(Imagine a context like: “John is reading a book, Mary is watching TV, but nobody is chasing the cat"). It can
be disputed whether even this is a Topic - note for example that the corresponding Object topicalization would be
ungrammatical (*“Nobody the cat saw”). In any case, however, it contrasts with the thetic reading, which requires
no such contextual set of people.

4The difference between specific and non-specific indefinites is a subtle but crucial one. It is argued by Eng [99]
that a specific reading is essentially partitive, and involves the dependence of the index of an indefinite NP on some
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Thus the observed semantic constraints on topicalization (in particular non-specific indefinites
and negative NPs cannot be topicalized) seem to correlate with the function a Topic NP is ex-
pected to perform in a categorical judgement, namely that of being evidence for the statement.
Understood in this way it is to be expected that toptcalization is relevant to truth conditions, as
argued in chapter 1, in that it affects the notion of “what the world must be like for the sentence
to be true”.

This function of topic NPs in the verification of statements has been explored in a number
of papers, notably Strawson [302], Reinhart [271] and, in connection with Generalized Quantifier
Theory, Lappin and Reinhart [219]. In a number of cases, normal semantic processing (truth-
conditional evaluation) breaks down when the Topic NP cannot be assigned reference. Two well-

known cases involve definite descriptions (4.2) and “improper quantifiers” (4.3).
(4.2) The King of France visited the exhibition.

(4.3) All unicorns like curry.

In both cases the impossibility of assigning a denotation to the Subject NP malkes it impossible
to straightforwardly assign a truth value to the sentence. Moreover, it has been argued (a point
of view which will be adopted here) that this is related to the default function of the Subject NP
as Topic. If that function is taken over by another NP whose reference is not problematic, then

the sentence can be straightforwardly assigned the value false [302].

(4.4) 1. The exhibition was not visited by the King of France.

2. The exhibition the King of France did not visit.

Arguably (4.2) itself can also be assigned false if it is taken as a thetic judgement, ie. a

statement without a Topic at all.

(4.5) A: What happened next?

definite index. Although the characterization as partitive will be argued to be too restrictive (Chapter 5), this is
close to the view which will be presented here.
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B: The King of France visited the exhibition.

A: That’s impossible.

With improper quantifiers (4.3), when the N’ restriction set is empty the sentence is judged
unprocessable even though the conditions imposed by the quantifier are {vacuously) satisfied. It
is observed by Lappin and Reinhart [219] that this effect occurs when an empirical statement is
intended, and it is suggested that it should therefore be regarded as a matter of processing rather
than of denotational semantics. The fact that the effect also only occurs when the NP concerned
is Topic is taken (contr. Strawson) as further evidence for a processing explanation (assuming the
standard view that Topic-Focus structure is purely a matter of processing). From the point of view
of the semantics that will be proposed here, this dichotomy between verification and denotation
disappears; a categorical judgement which lacks a verification essentially lacks a denotation. A
more detailed account of improper quantifiers from this point of view will be offered in Section
4.2 below.

The idea is, then, that a statement requires a verification. If knowledge of its meaning depends
on what the world must be like for it to be true, then it depends on knowing what sort of object
in the world can in principle verify it. It is claimed that whereas aAthetic Jjudgement is verified
by a situation, a categorical judgement requires an individual (or individuals) to verify it, and
this individual is the denotation of the Topic. Thus individuals and situations form in some sense
a natural class, performing an analogous role for the two different types of statement. This will
be reflected in the proposed ontology, although for the time being attention will be focussed on
categorical judgements and individuals.

In section 3.18 of the previous chapter topological systems were defined, comprising two parts:
a set of points or models, and a structured set of information-bearing elements termed opens
or infons. The intended interpretation of these ideas in the present theory is that in categori-
cal judgements the finite affirmations or opens correspond to the denotations of Comments (i,e.
observations - c¢f. page 18), while the points correspond to the denotations of Topics. This

interpretation of points as “evidence for a piece of information” is the subject of a major current
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of research in topology (Sambin and Valentini [284]). They can also be thought of as models
supporting the truth of an affirmation (Vickers [318]). In this sense the denotations of Topic NPs

will turn out to be analogous to worlds in which propositions are evaluated.

4.2 Topologizing the Universe

The previous chapter discussed the construction of a Topological System from a finite affirmative
logic, following [318, 276}. In this section a topology will be defined on the domain of discourse

D.5 The discussion will try to substantiate the following claims:

(4.6) 1. GQs corresponding to fixed individuals, in a sense to be defined, constitute the points

of a topology on D.

2. The set of expressions with a Topic NP denoting such a GQ corresponds to the set of
categorical judgements in natural language. Thus the Comments of categorical

judgements correspond to those expressions which denote open sets in 2D.

3. Only GQs of the specified type can combine with a predicate set to give the required

expression.

The results will be used as the basis of the logic of Topics set out in subsequent sections. It is
also intended to contribute further non-trivial constraints to the GQT characterization of natural

language.

I make the simplifying assumption of a single domain of discourse D.
The information-bearing elements with respect to D are the properties. These generally corre-

spond to almost saturated psoas, with just one ROLE parameter abstracted over. As discussed in

5The title of this section was prompted by that of a section in K & F, “Eliminating the Universe” [186, p.52f].
Having shown how the concept of individuals can be defined in terms of sets of properties, thus giving a set of
individuals which is on 1:1 correspondence with elements of D (see the preovious chapter), K & F describe the
original domain D as “mysterious, a kind of noumenal world of entities which underlies the phenomenological world
of individuals” (ibid., p.29). This, together with considerations of formal elegance, lead to the proposal to eliminate
it from the ontology. While agreeing with K & F's characterization, I prefer to see the world of entities, while it
does not correspond directly with the concepts used to describe it, as a world of objects which is to be approzimated
by these concepts. Hence the universe is not to be eliminated but topologized.




124 CHAPTER 4. THE SEMANTICS OF TOPIC

Chapter 2.1, the classic examples of such objects are VP denotations, but abstraction may equally
be performed over an argument which does not correspond to the grammatical Subject; it may be
embedded arbitrarily deeply in a structure of recursively embedded soas. Moreover, as shown by
the hanging topic examples from East Asian languages, a whole clause may be a property of an
mdividual which is not a role;ﬁllel‘ in any obvious way.

The semantic characteristic of properties which is relevant here is that they constitute a frame.
Thus they are closed under joins and finite meets (because an infinite meet of properties cannot

be finitely verified), and finite meets distribute over arbitrary joins.

(4.7) L (APi)(x) = A(P:(x))
x has the property AP iff it has property Py and property Py and.... (finitely
verifiable for finite number of properties)
2. (VPi)(x) = V(Pi(x))
x has the property /P iff it has property Py or property Ps or.... (finitely verifiable

for arbitrary number of properties)

3. P(x) A (VQ)(x) = V(P(x) A Qi(x))
x has the property P(x) A (\/Q)(x) iff it has property (P(x) A Qi1(x)) or property

(P(x) A Qz(x)) or....

At a basic level this already yields a topology on D if all sets denoted by these properties are
taken as open; they simply partition D into entities which have a given property and those which
do not. Let us therefore provisionally define D as pt X and the set of properties as QX for a
topological space X.

The intunitive content and linguistic properties of the opens in such a system may be expected
to be heterogeneous®, the only a priori requirement being that they should be verifiable by pro-

ducing a suitable individual. In the simplest case they may be properties such as those typically

Scf. the contrast between clitic doubling languages and languages with hanging Topics, in both of which the
Comment comprises what appears to be a complete clause, with languages such as standard English in which this
does not normally occur.
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represented by common nouns or predicative adjectives, whose single argument place (following
standard HPSG) is an INSTANCE feature filled by an indez. In this case the correspondence
between the set membership relation and the idea of being a verifying instance of a property is
intuitively quite clear. It is easily checked that such properties are homomorphic (when they take

individuals as arguments) and combine to form a topology under the operations in (4.7).

(4.8) 1. John is a scholar and a gentleman iff John is a scholar and John is a gentleman.
2. John is a scholar or a gentleman iff John is a scholar or John is a gentleman.

3. John is everything that Bill is iff for the (finite set of) properties that Bill has, in each

case John has that property.

4. John is something that Bill is iff for the (arbitrary set of) properties that Bill has, a

property can be found such that John has that property.

5. John is a gentleman and something which Bill is iff for the (arbitrary set of)
properties that Bill has, a property can be found such that John has this property

and that of being a gentleman.

More complicated cases are generally of two kinds, calling for two extensions to this simple
system. The first involves the extension to polyadic predicates (for n > 1 arguments), the second
to stage level predicates.

In the case of a polyadic predicate the problem is to convert something denoting a relation into
something denoting a set”. This can be done, of course, by specifying an order in which arguments
are combined with the Predicate by f-reduction, as in standard Montague semantics®. On this
approach each n-adic relation can be converted to a A-formula with a single A-operator. Assuming
that the A-operator binds an individual variable, such an expression corresponds to a property of

individuals.

7This is the “other side of the coin” of the approach advocated by Muskens [243], who generally secks to convert
functions into relations. The latter approach is reasonable assuming the Fregean view of predicates as relations
between arguments having equal status as predication targets, but has been abandoned here precisely because it
makes it impossible to accommodate the notion of a topic in the denotational semantics of a sentence (Chapter 1).
8j.e. using curry functions.
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It is worth checking that expressions formed in this way combine as expected with each other

and with the class already introduced.

(4.9) 1. John has the property of Mary liking him and Bill hating him iff John has the

property of Mary liking him and John has the property of Bill hating him.

2. John has the property of Mary liking him or Bill hating him iff John has the property

of Mary liking him or John has the property of Bill hating him.

3. John is everything Bill hates iff for every property P such that Bill hates individuals

having P, John has P. (verifiable for finite set of properties)

4. John is something Bill hates iff for some property P such that Bill hates individuals

having P, John has P. (verifiable for arbitrary sets of properties)

5. John has the property of Mary liking him and being something which Bill hates if for
some property P such that Bill hates individuals having P, John has property P and

also the property of Mary liking him. -

(4.10) 1. John has the property of being a gentleman and Mary liking him iff John is a

gentleman and John has the property of Mary liking him. (etc)

Turning to stage level predicates, the complication is that these are predicated of an individual
only at a certain index. Thus a predicate whose semantics normally involves evaluation in a
situation has to be construed as a property which can be predicated of an individual. This can be
done, as in the cases just discussed, by reversing the order of the A-operators, assuming that the
basic thetic reading of a stage-level predicate derives from A-abstraction on a location parameter

which fixes the situation supporting it®. In the first case (4.11) the last A-expression to be applied

9This treatment of the location parameter does not correspond to standard situation semantics. In effect, it
is introducing a situation parameter into the infon, so that the situation occurs both on the left of the supports
relation and embedded in the expression on the right. Of course this is different from the embedding of situations
in infons denoted by attitude or perception reports, where the situation is not that which supports the infon. The
effect intended is analogous to the introduction of event variables into infons by Lappin and Pollard [218], though
in that theory situations as such are dispensed with. Clearly, the present approach has the drawback, from a formal
point of view, of duplicating this information in the infon algebra. It is not, however, an accidental feature of this
theory, as it recurs in the treatment of Topics, which also p-support a psoa while being associated with a parameter
within it. (This is motivated particularly by clitic doubling - cf. the treatment of Greek by Tsiplakou [311, 312},
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is the situation type of Anili cooking a curry, and thus (when evaluated with respect to a situation)
a thetic judgement. In the second case the last A-expression denotes the property (an individual
property) of cooking curry at the moment of evaluation, to, which when applied to an individual

will give a categorical judgement.

(4.11) 1. (a) Anili is cooking a curry. (thetic judgement)
(b) Ax As [cook(x,curry,s)](anili)
(c) As [cook(anili,curry,s)]
2. (a) Aniliis cooking a curry. (categorical judgement)
(b) As Ax [cook(x,curry,s)](to)

(c} Ax [cook(x,curry,to)]

Again, it should be checked that the incorporation of this class of properties behaves as ex-

pected.

(4.12) 1. John has the property of cooking a curry at t; and drinking Cobra at t; iff he has
the property of cooking a curry at t; and he has the property of drinking Cobra at t;.

(etc.)

2. John has the property of doing everything at t; that Bill hates iff for every property P
such that Bill hates individuals doing P, John does P at t;. {verifiable for finite set of

properties)

3. John has the property of doing something at t; that Bill hates iff for some property P
such that Bill hates individuals doing P, John does P at t;. (verifiable for arbitrary set

of properties)

where the Topic labels a database while the same entity occurs as an object within it). The underlying purpose of
the approach taken here is to be able to treat the functions represented by almost saturated psoas (and in parallel
soas) as corresponding to verifying sets (of entities and situations respectively), i.e. treating them extensionally.
As mentioned above, the framework of [, & P is likely to have an important influence on future developments
of this research, and in particular may provide a more formally satisfactory way of dealing with this question of
extensionality.
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4. John has the property of cooking a curry at t; and doing something at t; which Bill
hates iff for some property P such that Bill hates individuals doing P, John does P at

t; and also cooks a curry at t;.

(4.13) 1. John has the property of being a gentleman and cooking a curry at t; iff John is a

gentleman and John has the property of cooking a curry at t;. (etc.)

2. John has the property of cooking a curry at t; and Mary liking him iff he cooks a

curry at t; and Mary likes him.

1t is important to note that when stage level predicates are treated in this way as individual
properties, it is not necessary for the situation to be held constant, or even to be an specific
situation, for the predicate to behave as a homomorphism (it may be existentially quantified, as

in (4.14)). The only requirement is for the individual to be held constant.

(4.14) 1. (Tell me about Anili). Anili sometimes cooks curry and sometimes goes to the

cinema iff Anili sometimes cooks curry and Anili sometimes goes to the cinema.

2. (Tell me about what happens around SOAS). Anili sometimes cooks curry and goes to

the cinema # sometimes Anili cooks curry and sometimes Anili goes to the cinema.

Two other extensions to this system will be introduced shortly, but I pause here to take stock
of what is being claimed so far. The domain of discourse is being treated as a topological space,
in which the open sets represent finitely observable properties of individuals. They are finitely
observable because as a topology they are isomorphic to a set of formulas obeying the axioms of
the logic of finite observations discussed above (3.19), and they are individual properties having
the form of A-expressions where abstraction is on an individual variable. The different types of
property discussed simply represent different ways in which the A-expression is obtained from
sentences with different syntactic and aspectual characteristics.

Shifting perspective slightly, the logic of these finitely observable individual properties can

now be studied. These objects are not infons (which can be seen as situation types'®), but the

19Modulo the question of the infon algebra being strongly balanced - i.e. obeying condition (3.13).
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aim will be to structure them on the analogy of infon algebras (with the added dimension of
finite affirmability). In parallel with what has just been said about infons, they will be seen as
“individual types”, or sets of individuals.

Let ¥ be the set of finitely observable individual properties (for the rest of this section simply
properties). Like infons, they can be ordered by a relation of informational containment =y

This can be defined in terms of the informational containment relation on infon algebras.:
(4.18) P =y ' iff, if ¥ = Axo, ¥’ = Axo’, then o = o' for all values of x.

As with infons, I assume that the unit of information we are working with is in fact an equive-
lence class of properties, [, , though for convenience these will simply be notated . Thus (¥,
=>y) is a poset. The examples giveh earlier in the section indicate that it is in fact a distributive
lattice, and moreover satisfies the conditions for a frame (cf. (3.19)).

To make this frame into a topological system (or geometric infon algebra), it is now necessary
to define a class of homomorphisms from (¥, =>4) to the frame 2. Linguistically speaking, func-
tions from properties to 2 are GQs, the denotations of NPs, and this is, of course, the intended
interpretion here. The question of interest is which GQs count as frame homomorphisms, and
once that subclass is identified, how it relates to the original domain of entities which is the carrier
set for the algebra of properties.

1t should be noted that in general GQs do not yield frame homomorphisms from the set of
predicates, and this is true even for the more constrained class of GQs allowed in GQT as NP
denotations for natural language. The sets of properties they comprise are not closed under the
required operations. This is clear, for example, in (4.16) where the NP is a non-specific indefinite
(a cardinal GQ) - a perfectly respectable NP denotation, but not closed under conjunction of

predicates.

(4.16) 1. A million Greeks support Panathinaikos.
2. A million Greeks support Olympiakos.

3. A million Greeks both support Panathinaikos and support Olympiakos.

.
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Even for those unfamiliar with the habits of Greek football supporters, clearly the first two
of these statements do not imply the third. Thus the GQ ||a million Greeks|| is not a frame
homomorphism. To obtain frame homomorphisms, further constraints are needed on top of the
constraints of domain restriction imposed by GQT in general. The problem with (4.16) is clearly
related to the fact that the Subject NP can denote sets with non-identical individuals, even keeping
the model constant. If such cases were eliminated (if the same Greeks were involved in each of the

two premises) then the inference would be valid. Such a condition might be expressed as follows:

(4.17) Fixed individual condition (FIC) (provisional form) A Generalized Quantifier Q
satisfies the FIC iff the condition for a set S to be an element of Q depends on the identity
of the entities required to be members of S.

Some examples:

1. ||every N|| observes the FIC because all the individuals in N are required to be
elements of every S. Therefore N will be contained in the union and intersections of all
sets in Q.

2. ||three N|| observes the FIC on its specific reading because the same three elements of

N are required to be elements of every S € Q.
3. ||three N|| does not observe the FIC on its non-specific reading because the same
three elements of N are not required to be elements of every S € Q. Thus the

intersection of S, S’ € Q need not contain three members of N, in which case S N S’ ¢

Q. (cf the example in (4.16) above).

4. ]|john}| observes the FIC because john is an element of every S € Q and will be an

element of all their intersections and unions.

5. ||no N|| does not observe the FIC because although it is closed under union and

intersection it does not require any individual to be in S.

It seems that NPs whose GQs satify the FIC can be topicalized, whereas those which do not

satisfy it cannot be topicalized (some apparent problems for this claim will be discussed presently).
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It will be claimed that the FIC in fact serves as a defining semantic characteristic of a Topicalizable
NP.

Note that filter quantifiers satisying the FIC will be prime filters - they are closed under U as
well as M and C. This is the basis for the claim that a supports relation parallel to that between
situations and infons holds between Topicalizable NPs and individual properties.

The intuitive notion to be captured is that certain GQs, such as {|a million X|| on the purely
cardinal (non-specific) reading represented by (4.16), do not provide models for the frame of prop-
erties; consequently, such a NP cannot combine with a predicate to form a categorical judgement.
This does not mean that there are no models for sentences with only non-specific NPs (of course),
but that such sentences are thetic judgements. A model for a categorical judgement has to pick
out a fixed individual (or individuals, but I will use the singular for convenience) such that the =y
relation between the model and the lattice of individual properties is prime filter. The intuition to
be captured here is that a categorical judgement can be reduced to the assertion that a particular
individual has the property stated, or using the spatial metaphor, that a given point falls within
an open set.

Although a formal proof of this requires further mathematical research which is beyond the
scope of this thesis, I argue informally that it is reasonable to regard entities in D as (isomorphic
to) the points side of a topological system of which the lattice of individual properties is the frame.

This is equivalent to the following claim (4.18).

(4.18) Individuals are in 1:1 correspondence with the set F of prime filters of the Boolean

algebra of sets of |=y relations ordered by set inclusion.

Recall that in infon algebras, situations correspond to prime filters of sets of = relation [26],
provided that the condition in (3.13), repeated as (4.19), is satisfied. This condition makes the
infon algebra “strongly balanced”, that is to say it ensures that there are enough situations to
separate truth-conditionally any two infons neither of which informationally contains the other. I

will refer to this simply as the separation condition.
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(4.19) For all infons o, 7 such that ¢ # 7 there is a situation s € Sit such that s |= o but s = 7.

(26, p.40]

The claim made in (4.18) is that models for the ¥ algebra constructed in the same way by
prime filters of sets of |= relation correspond to individuals, and that this justifies the apparent
importance of individuals in the topicalizability of NPs (as stated in the FIC).

The arguments are presented informally; however, they are based on the Stone Representation
Theory for atomic Boolean algebras (hence the insistence on atomicity in the previous chapter).

11

First, if properties are considered as sets of entities in D, they form a powerset algebra on
D. Given the partial definition of properties discussed in the previous chapter, this will be in the
first instance an algebra on partial subsets of D x D (partial sets being ordered pairs of sets).
However, as also discussed above, a Boolean powerset algebra can be recovered from this by taking
sets of supports relations {the details here follow closely those given for infon algebras in B&E [26,

p.44]). In the present context “propositions” are confined to categorical judgements,

(4.20) 1. Ey(a, ¢) iff a € ¢, for every entity a € D, every almost saturated psoa 3 € V.

2. Define a proposition as a pair (a : %) so that (a : ¢) is true iff =y (a, ¥), and its
negation =(a : ¥) is true iff not |=¢(a, ¢). That is to say, the proposition is true iff a

is in the denotation of ¥ and false iff a is in the antidenotation or the gap of ¥.

3. Define a B-set as any set of relations C D x ¥ satisfying the conditions for supports

relations in infon algebras (3.12).

11The formal substantiation of this will be attempted in future research, but the idea is as follows.

The essence of a representation is to show that an algebraicstructure of a given type can be reduced to a particular
standard example of that algebra - in this case, that complete atomic BAs can be reduced to powerset algebras.
“Reduced to” (or more technically “represented as”) means here that there is a homomorphism 7 from any complete
atomic BA A to a set theoretic BA B, such that (i) % is an isomorphism (there is an inverse homomorphism 7~ B
— A, and (ii) there must be some useful (i.e. specifiable) characterization of the image of A under 7, namely B. The
most general representation theory for BA's (the Stone Representation Theory) proceeds by building an algebra
isomorphic to A out of the prime filters (or ideals) of A. This powerset algebra is isomorphic to a subalgebra of a
powerset algebra PX, where X, the set of atoms out of which PX is built, are the prime filters of A. These prime
filters can be characterized as the points of a topological space (X, T), the ideal space of A, the open sets of T
constituting the image of 7. Thus there is a homomorphism from the original BA A to the open sets of a topology,
the points of which correspond to the prime filters of A.

Details are from Davey and Priestley (82, p.193f]. I am grateful to Carl Pollard for suggesting this approach to
me; any inaccuracies are my own.
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4. (a: ¥) denotes the B-set B such that |=y(a, ¥) .

5. The algebra (B, C) (B-sets ordered by inclusion) gives a BA of propositions.

For each a € D, the psoas in ¥ such that |=y(a, ¥) form a proper prime filter in ¥ (cf. B&E

(26, p.45]).

The processing of improper quantifiers

The above discussion has relied to a great extent on the assumption that sentences in which the
Topic NP’s reference is problematic are undefined for truth value rather than simply false (hence-
forth the “truth gap” theory, following in general Strawson [302]). However Strawson’s particular
theory of reference, notably for definite descriptions, has come under attack from other philoso-
phers (cf. Donnellan [93]), and it is not intended that the present theory should be dependent
on it. Moreover it has also been suggested even from within the GQT tradition (Lappin and
Reinhart [219]) that processing considerations rather than questions of semantic denotation play a
primary role here. In this connection the phenoménon of “improper quantifiers” is relevant. It has
often been observed that when strong determiners take as their restriction an empty N’ set, their
logical interpretation (both in FOL and GQT) is in sharp contrast with their intended meaning.
(Propositions whose Subjects denote such quantifiers come out as vacuously true, when on any

intuitive reading they should be uninterpretable).

(4.21) Improper quantifiers

All unicorns have exactly one horn. true
All unicorns have read “A Critique of the Minimalist Program”. anomalous
All unicorns in this room have exactly one horn. anomalous

In Lappin and Reinhart [219], building on the observation that this effect is strong in empirical
sentences and not apparent in definitional ones (4.21), it is attributed to a breakdown in processing,
assuming GQT together with certain possible algorithms for verification. This is regarded as a

more important factor than Strawson’s preferred explanation in terms of topic-focus structure, the
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latter being ostensibly cleser to the view being advocated here. In fact, however, I suggest that
the present view incorporates important elements of both.

The approach taken here has attempted to take account of the processing aspect of the problem
by the choice of a geometric logic (logic of finite obsevations). Without making any commitment
as to the actual algorithms involved in verification?, it builds the importance of verification into
the idea of denotation. Essentially this involves ascertaining that a given point (or model) satisfies
the informational content of some open set. The role of the topic NP is to pick out the points. If it
is unable to do so, then the open set makes no affirmable statement. Note that this is a somewhat
different claim from the question of referentiality as focussed on in Strawson’s account. Cardinal
NPs for example are referential, but I have argued that they cannot pick out a model in the sense
required.

In the case of an improper quantifier such as all unicorns, the fact that the N’ set is empty
means that there are no points which can be related to the open set, and normal linguistic pro-
cessing of the sentence breaks down (though logi¢ians may still subject it to logical analysis). A
definitional statement, however, is different in that definitions can be seen as a case of constraints
built into the frame. Such statements will be supported precisely by the L element of the model,
which was defined as supporting true. Any empirical statements about unicorns, by contrast, do

not have the value true, and therefore .L is not available to support them.

4.3 Sentential Topics

In this section I will characterize the ability of an NP to provide a model for a sentence in
terms of the conditions imposed on its GQ. The semantics proposed will also allow a dynamic
characterization of the ability of a non-Topic NP to become the topic of a subsequent sentence.

This in turn will be used in Chapter 5 to support a more general account of the development of

12There is a discussion of this issue in Smyth [296, p.690ff]. For example the claim that infinite disjunctions
are finitely affirmable assumes some search procedure in which the disjuncts are enumerated. I defer this whole
question to future research.
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topics in discourse.

4.3.1 Generalized Quantifiers and Topichood

In Generalized Quantifier Theory, a GQ is a subset of P(D), but as shown by Barwise and Cooper
[25], Westerstahl [321] and Keenan et al. [187, 186], GQ denotations of natural language NPs
are confined to a highly restricted class of such subsets, the restrictions themselves reflecting the
“logical topicality” of language in a broader sense 3. However, even these conditions do not
capture the notion of Topic in the grammatical sense (they allow all NPs, including non-specific
indefinites, cardinal NPs and negative NPs). It was argued above that topicalizable NPs have
a semantics in which the identity of elements in the relevant set intersections, specifically the
intersection of the N’ set with the predicate set (henceforth the “pivot set”) is important, whereas
the crucial characteristic of non-topicalizable NPs is precisely their independence of particular
individuals for their interpretation. It is noteworthy here that the class of topicalizable NPs
appear to be precisely the complement of thosé which can appear postverbally in existential
constructions. I assume here Lappin’s [213] analysis of the latter as cardinal GQs - i.e. crucially
GQs which depend only on the cardinality of what [ have called their pivot set and not on the
identity of its elements. Topicalizable NPs, by contrast, were characterized above as being precisely
those whose GQ denotations do depend on the identity of the elements of their pivot set (4.17).
Given the denotation of an NP as a set of sets whose membership is determined by particular
set-theoretic relationships with a restriction set, I first distinguish between those NPs which fix the
identit‘y of the individuals in their denotation and those which do not (cf. Keenan {184], Lappin
[216, 215]). Prototypical examples of the former class include NPs with definite or possessive Dets,
as well as proper names, while prototypical examples of the latter are NPs with cardinal Dets; in

this section I will largely confine my attention to these types.

18 The combined effect of CONS(-ervativity) and EXT(-ension), namely Domain Restriction, is a kind of logical
topicality condition.” {Keenan [184, p.56]).

1. A function D .... is conservative iff .... if AN B = A N C then D(A}(B) = D(A)(C)
2. D satisfies Eztension iff ... with A, B C E and A, B C E/, Dg(A)(B) = Dy (A)(B).
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NPs in the first class, but not those in the second, constitute frame homomorphisms on the
lattice of individual properties, by virtue of the fact that they pick out fixed individuals. It is
precisely GQs defined by fixed individuals which have the required closure properties. In the
discussion of homomorphisms above, the main examples used were proper names. A definite NP
such as “the men”, or a possessive NP such as “Napoleon’s men” will similarly fix an individual
or group of individuals in the relevant set of men, either anaphorically or via the reference already
fixed for the proper name “Napoleon”. The denotation of the NP as a whole will be the set of
those sets which stand in the specified relation to the fixed individuals in the pivot set.

A cardinal Det, by contrast, does not fix its reference in the same way.'4 Thus in the sentence
“John had four wives”, the denotation of “four wives” is not fixed relative to a particular set
of individuals but relative to an equivalence class (of sets of the specified cardinality, subsets of
the restriction set of wives). Although the NP contributes descriptively to the situation type, it
cannot be used to anchor it in a situation and thus give it a truth value. Members of the set of
sets denoted by the GQ may be completely disjoint, and cannot therefore serve as descriptions of
any particular point, hence they do not provide any model.

On the basis of the preceding discussion it might seem that the distinguishing criteria between
topicalizable and non-topicalizable NPs is the logicality of the GQs they denote - that is, its
dependence on or independence of particular models for their interpretation (van Bentham [34],
Westerstahl [321}, Sher [292]). A similar distinction has been proposed several times in the litera-
ture as a semantic basis for a number of ostensibly syntactic phenomena (Higginbotham [146}, May
[230], Pesetsky [260], Milsark [234]). In the last of these the corresponding distinction between
“strong” and “weak” determiners is argued to be responsible for constraints on post-verbal NPs
in existential constructions, which were claimed above to be in complementary distributaion to

topicalizable NPs. The characterization of this contrast as being precisely one of logicality, how-

1] refer here to “pure” cardinal Dets, as opposed to the use of cardinal Dets as what Eng calls “covert parti-
tives” [99]; in the latter, whether or not Eng's exact formulation is correct, there is some anaphoric reference to
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